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Abstract

In this paper, a partitioning approach for large-scaleesystbased on graph-theory is presented. The algorithns sttt the
translation of the system model into a graph representa@uce the system graph is obtained, the problem of grapftipaing

is then solved. The resultant partition consists in a setoofoverlapping subgraphs whose number of vertices is aifasias
possible and the number of interconnecting edges betweemigminimal. To achieve this goal, the proposed algoritpplias a

set of procedures based on identifying the highly-conmestégraphs with balanced number of internal and extermadextions.

In order to illustrate the use and application of the propgsartitioning approach, it is used to decompose a dynamicalel

of the Barcelona drinking water network (DWN). Moreover,iarhrchical-like DMPC strategy is designed and applied ohe
resultant set of partitions in order to assess the closep performance. Results obtained when used several sionutatenarios
show the &ectiveness of both the partitioning approach and the DMP&Zegjy in terms of the reduced computational burden and,
at the same time, of the admissible loss of performance itrastrto a centralised MPC strategy.

Keywords: graph partitioning algorithms, decentralised MPC, lasgale networked systems, drinking water networks

1. Introduction moves is applied to the process, as at the next time step a new

, optimal control problem is solved, to exploit the infornuati
Large-scale systems (LSS) present control theory with ne"&oming from fresh new measurements. In this way, an open-

challenges due to the large size of the plant and of its mddel [ loop design methodology (i.e., optimal control) is tramsfed
2]. The goal to be achieved with control methods for this kind;+4 5 feedback one.

of systems is to obtain a reasonable solution with a reasenab .
effort in modelling, designing and implementing the controlle ~ Nevertheless, the main hurdle for MPC control (as any other
Model-based Predictive Control (MPC) has been proved t&ontrol technlque)_when applied toLSSin a centralised way,
be one of the advanced control techniques widely acceptel§ the non-scalability. The reason is that a huge controlehod
for the control of LSS [3]. Applications to fierent large- IS needed,_ being fficult to maintaifiupdate and whlch needs
scale infrastructures as drinking water networks [4], seve¢- 0 be rebuilt on every change of the system configuration, e.g
works [5], open-flow channel networks [6] or electrical net- When some part of the system should be stopped because of
works [7] proves the applicability of this technique. Theima Maintenance actions or malfunctions. Subsequently, a mode
reason is due to once obtained the plant dynamical model, tHe'ange would require re-tuning the centralised controltes
MPC design just consists in expressing the desired perfocena ©OPVious that the cost of setting up and maintaining the mono-
specifications through flerent control objectives (e.g., weights lithic solution of the control problem is prohibitive. A way
on tracking errors and actuatoff@rts as in classical linear Of Circumventing these issues might be by looking idéezen-
quadratic regulation), and constraints on system variels., tralised MPC (DMPC) ordlstrlbutedMRC techniques, Wher_e
minimamaxima of selected process variables/antheir rates ~networked local MPC controllers are in charge of contrgflin
of change) which are necessary to ensure process safetgand Bart of the entire system. The mainffierence between dis-
set health. The rest of the MPC design is automatic: the giveHibuted and decentralized MPC is that the forrasesnegoti-
model, constraints, and weights define an optimal contiatpr atlons.and re-computations of local control actions witthie
lem over a finite time horizon in the future (for this reasoa th Sampling period to increase the level of cooperation, weere
approach is said predictive). This is translated into arivegu the latter dpes _not (at the benefit of computation time, btiteat
lent optimisation problem and solved on line to obtain ari-opt oSt of optimality).
mal sequence of future control moves. Only the first of these The industrial success of the traditional centralised MPC
(CMPC) drives now a new interest in this old area of distiout
*Corresponding author. Tek34 93 401 5752; Fax:34 93 401 5750. control, and distributed MPC has become one of the hottest
Email addressicocampo@iri.upc.edu (C. Ocampo-Martinez) topics in process control in the early2&entury, worldwide.
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Thus, two research projects (HDMPC [8] and WIDE [9]) are The paper is structured as follows: in Section 2, the dynami-

currently being carried out in Europe, both focused on the decal system decomposition into subsystems seen as a graph par

velopment of decentralised and distributed MPC techniqueditioning problem is stated. Section 3 presents the prappae

Few works have been recently published in this area; seg, e.ditioning approach for dynamical systems. Section 4 dbseri

[10, 11, 12, 13, 14, 15], among others. the case study considered in the paper. Section 5 discustes b
However, in order to apply decentralised or distributed MPCthe application of the proposed graph partitioning appnpac

approaches to LSS, there is a prior problem to be solved: thand the implementation of a hierarchical-like DMPC strgteg

system decomposition into subsystems. The importanceof thover the case study, and presents the most relevant reBislts.

issue has already been noticed in classic control book®asidr nally, conclusions and directions for further work are népd

ing the decentralised control of LSS as [1, 2]. The decomposiin Section 6.

tion of the system in subsystems could be carried out duhieg t

modelling of the process by identifying subsystems as drts Notation

the system on the basis of physical insight, intuition orezkp In the sequel, lefR and Z denote the set of real num-

ence. But, when a large-scale complex system with manysstatebers and the set of integer numbers, respectively. Moreover

inputs and outputs is considered, it may b#idilt, even im-  Z.. £ (k € Z : k > c},forsomece Z, R, £ R\(-0,0)

possible, to obtain partitions by physical reasoning. Aerep-  is the set of non-negative real numbers, aNdinotes the car-

pealing alternative is to develop systematic methods,fvtém  dinality of subsel. The set diterence of two seté andB is

be used to decompose a given system by extracting informatefined asA - B = {x : x€ AA x ¢ B}.

tion from its structure and representing it as a graph. Ttigs,

structural information can be analysed by using methods com,

ing from graph theory. Consequently, the problem of system™

decomposition into subsystems leads to the problem of graph A graph can be defined as an abstract representation of a set

partitioning, i.e., the decomposition of graph into sulpis of objects from a certain collection, where some pairs oéots
Graph partitioning is an important problem with extensiveare connected by links. The interconnected elements aie typ

application in scientific computing [16], optimisation, 8Lde-  cally calledverticeswhile the connection links are callediges

sign [17], task partitioning for parallel processing, aohbf  These latter elements may bi@ected (asymmetric) omundi-

cascading failures, among others. Several algorithmsngopi rected(symmetric) according to their connection features, what

this problem exist in the literature as presented in a beiglew ~ makes that the whole graph is directed or undirected as ell.

in Section 2. However, the development of graph partitignin is also possible to distinguish graphs whether or not their v

algorithms that allow the decomposition of LSS into subsys+tices and edges are weighted (weigliteaveighted graphs).

tems for being used in decentralised or distributed MPCills st~ Consider a dynamical system represented in general form by

very incipient and available methods are quite limited.2h &  the state-space equations

hierarchical LBT decomposition that leads to a input-redté

hierarchy for some particular systems is presented. A meme g X" = g(x, u,d), (1a)

eral approach is based on th@lecomposition method, which y = h(x, u, d), (1b)

is based on decomposing the system in weakly coupled subsys-

tems (see also [2]). The algorithm proceeds sequentiadly di wherex € R"™ andx* € R" are, respectively, the current and

connecting the edges of the system graph that are smaller thauccessor system states; R™ is the system input andle RP

a prescribed thresholdand identifying the disconnected sub- is a bounded process disturbance. Moreoger,R" — R is

graph of the resulting graph. The obtained subsystems-corréhe states mapping function ahd R™ — R corresponds with

spond to the subsystems with mutual coupling smaller orlequahe output mapping function. Suppose now that it is desioed t

thane. However, the tuning of this parameter is not a trivial decompose (1) into subsystems. With this aim, the graph rep-

issue and only a trial and error approach is currently abkila  resentation of the system model (1) is determined (by usiag t
The main contribution of this paper is to go one step fur-system topology) and incidence mattijx is then stated, which

ther in the development of subsystem decomposition methodiescribes the connections (edges) between the graphesertic

for LSS by proposing a new automatic decomposition algo{system inputs, outputs and states). Without loss of géihera

rithm based on graph partitioning. The aim of the proposedy and the directonality of the edges are derived from the re-

method is to provide a decomposition consisting of a setnfno lation between system equations (rowd @j and system vari-

overlapping subgraphs whose number of vertices is as similables (columns ofy), as proposed by [2, 19, 20]. There are

as possible and the number of interconnecting edges betweaiternative matrix representations for a (directed) grapth

them is minimal. To achieve this goal, the proposed algorith as theadjacency matrixand theLaplacian matrix(see [21]),

is composed of a set of graph-theory-based procedureshwhiavhich are related to the matrix representation used in tyiep

identify the highly-connected subgraphs with balancedierm Oncely has been obtained from the system directed graph (di-

of internal and external connections. A real case studydasegraph), the problem of the decomposition into subsystems ca

on the Barcelona DWN is used to test the proposed subsystebe formulated in terms of partitioning the correspondinapdr

decomposition methodology using a recently proposed DMP@nto subgraphs. Since such partitioning is oriented to gia

scheme [18]. cation of a decentralised control strategy (in particlDAPC),

Problem Formulation using Graph Theory



the resultant subgraphs should have the following feafisess  strategy to label the vertices of the graph by partitiontrigtd
[1, 2]): smaller subgraphs [26].

The initial success of MDB algorithms prompted intense re-
search to improve their run and quality (multiple minimum
e few connections between the Subgraphsl degree and approximate minimum degree). However, later

works suggest that the GPB algorithms are capable of produc-
These features guarantee that the obtained subgraphs haMg petter-quality ordering than the MDB algorithms for feri

a similar size, fact that balances computations between sulglement problems, while staying within a small constantofac
system controllers and allows minimising communicatioes b of the run time of MDB algorithms [27, 28].

tween them. Hence, the problem of graph partitioning can be
more formally established as follows:

e nearly the same number of vertices;

Problem 1 (Standard Graph Partitioning). Given a graph 3. Partitioning Approach for Dynamical Systems

G(V,E), where V denotes the set of vertices, E is the set of

edges, and k Z1, find k subsets ¥ Vs, ..., \k of V such that As said in the Introduction, the main contribution of this pa
k per consists in proposing a partitioning algorithm, as mach
1. EJlVi =V, tomatised as possible, through which a partition of a dyeami
2 '\_/i AV =0,forie(L2... .k, je(L2... K, i#] system can be fo_und,which allows its decomposition in_ssrbsy
- N tems. This algorithm requires to represent the dynamical sy
3 Wix iy x W, tem raph, which can obtained from th tem structur
4. the cut size i.e., the number of edges with endpoints in em as a grapn, ch can obtained fro € system structure

different subsets;Vis minimised. [2].
Remark 2.1. Defining the vertex-based weight of a subset V

3.1. Main Algorithm
as

#Vi
Q2 Zle 2) The partitioning algorithm proposed in this paper follows

= some ideas developed in [24] for graph partitioning purpose
_ ) ) (mainly the strategy based on GPB algorithms mentioned in
wherew| corresponds to the weight of the j-th vertex of thegection 2). However, some refining steps have been added as
subset Y, the following condition should be added to Probleme|| as some of the original procedures have been drasticall
1 in the case of weighted graph partitioning: changed in order to find partitions oriented to split dynahic

e QO ~Q/k withic {1.2.....K}, where networked systems. Hence, thefdient partgoutines of the

main proposed algorithm are presented and explained in sec-

k tions below. The current version of the algorithm is though t
Q= ZQi- (3)  be used f-line, i.e., the partitioning of the system is not car-
i=1 ried out on-line. A further improvement could be to adapt the

- ~ proposed algorithm such that the partitioning could be dorte
Remark 2.2. Conditions 3 and 4 of Problem 1 are of high in- |ine when some structural change of the network occurs.ign th

related to the degree of interconexion between resultamyss:  jn the Introduction could be fully exploited.

tems and their size balance, respectively.

Graph partitioning is considered ag\@-complete problem  3.1.1. Start up
[2]. However, it can be solved in polynomial time foVi#= 2

(Kernighan-Linalgorithm) [22, 23]. Since this conditi@very  j,cidence matrik |, which describes the connections between

restrictive for large-scale graphs, alternatives for graprti- the graph vertices, their directionality and, in some cates
tioning based on fundamented heuristics are properly aedep weight of each edge.

Two main classes of successful heuristics have evolved over
the years, trying to achieve the proper tradieb@tween parti-

tionin_g speed ?‘nd quality. They are mimum'qegree'based 1Theincidence matriof a directed grapfs(V, E), denoted asy, is defined
ordering algorithms (MDB), and thgraph-partitioning-based  such that

This procedure requires the definition of the graph, thee,

ordering algorithms (GPB) [24]. -1 ifthe edgex; leaves vertexi,
The MDB algorithms are local greedy heuristic, which re- Imij =11 ifthe edgexj enters vertex;,
order the columns of a symmetric sparse matrix such that the 0  otherwise

column with the fewest non-zero elements at a given itematio This matrix has dimensionsx ne, Wherey corresponds with the total number
of factorisation was eliminated at the next iteration [28].1 ~©f vertces andre denotes de total number of edges [21]. Additionally, the
. . . weight of thej-th vertex, denoted as!, for j = 1,2,...,¢, wherep = #V,
GP_B algorlthms_ regard to the Symmemc_ sparse matrix as thg computed. The weighb! represents the number of edges connected to this
adjacency matrix of a graph and followdivide-and-conquer vertex. Moreoverw! is also known as theertex degre¢29].
3



3.1.2. Preliminary partitioning

This procedure performs a preliminary automatic partition

ing of the graph as follows. The vertex < V, for j €
{1,2,..., ¢}, with maximum weightv is found and defined as
the centre of the first subgraf@i. Then, all vertices connected
to this vertex of maximum weight are assigned3p At this
point, the set of non-selected vertices is defined as

Vi £{vjeV 1 vj¢ V)

This procedure is now repeated for all vertisgse V, (now
for j = {1,2,...,#V,}) until V; is empty, after the correspond-
ing updating. This routine highlights the subgraphs of kigh

connectivity. The resultant subgraphs with just one vertex .
are merged to the closest subgraph. Once a set of subgraphs

Gi(Vi,E), fori =1,2,...,k, is obtained, it is possible to deter-

mine some useful indexes for the entire graph and each one of

the resu subgraphs. These indexes are:

e ¢ £ #V; (from now on calledsubgraph internal weighaf
Gi);

e &, denoted as theut sizé of the subgrapi®; (from now
on calledsubgraph external weighdf G;);

® Pmax = miaX¢i,fori =12,...,k

@i (arithmetic mean).

Notice that at this stage, the numlkesf subgraphs is obtained
in an automatic way so it is not imposed.

Remark 3.1. Notice that introducing the sdf, c E, defined
as the set of edges with endpoints in other subgrapffisreint
to G, the representation of subgraphs §uch that

LkJGi =G,

i=1

can be slightly modified to i@{i, Ei, Ei) for completeness pur-
poses. Also notice thaf £ #E;.

3.1.3. Uncoarsening - Internal balance

with hy = #N;. If the condition

ie{l,2,....m}, je{l,2,....h} (6)
holds forG; € M andG; € N, then these two subgraphs are
merged. If there are two or more subgra@)se N; such that
(6) holds, the subgrap®; € N; with minimum internal weight
is selected. Once two subgraphs are mergés updated.

This procedure is iterated until no additional merging was
possible. It is considered that the internal balance hags bee

achieved when either

Qi+ <o,

° QZSQQ S(pmax,fori =1,2,...,k, or

Gi with ¢; < ¢ cannot be merged with any of its neigh-
bours since thep associated to the resultant subgraph
might be greater thagmax.

3.1.4. Refining - External balance

This procedure aims at the reduction of the cut size of the re-
sultant subgraphs. To achieve this goal, de&i»f\es the degree
of the j-th vertex of thei-th subgraph, withj € {1,2,...,¢i}
andi € {1,2,...,k}. From this definition, two indexes can be
stated:

e thevertex internal degreglenoted as!; which represents
the number of connections of the vertex < V;, for
j e {L2,...,¢}, 1 € {1,2,...,k}, with other vertices
vpeVi,pefl2,....,ohp # |

o thevertex external degredenoted a&;i”, which represents
the number of connections of the vertgx € V;, for j €
{L2,...,¢i},i €{1,2,...,k}, with other vertices, € V,
pef{l,2,...,¢qh,0e{l,2,....,k},q#1i.

Hence, for a given vertex; € Vi, if ol < !, then vertew;

is moved from subgrapB;(Vi, E;, E;) to the subgraph in which
most of its edges have their endpoint (like in the AVL treeoalg
rithm [29]). All indexes should be updated for tkesubgraphs
and the next vertex is analysed. This procedure will lasil unt

each subgraph vertex fquilB,j "> Q.

3.1.5. The Complete Algorithm
Algorithm 1 collects all the procedurgsutines mentioned

This procedure aims at the reduction of the number of subypq explained before. Hence, applying this algorithm to the

graphs, trying to achieve similar internal weights for dll o
them. This process starts determining the set
M:{Gi,i=1,2,...,m:¢,oi§5}. (4)
For eachG; € M, the set of neighbodsubgraphs, denoted as
Ni, is determined and expressed as
N =

{Gj, j=12,...,h : Gjis neighbour ofG;}, (5)

2See Problem 1.
3Two subgraphs are calledeighboursif they are contiguous and share
edges (see, e.g., [30] among many others).

4

graph associated to a given dynamical system, the expested r
sult consists of a set of subgraphs which determines a phatic
system decomposition. This deis then defined as

K
P={Gi,i=l,2,...,k: UGi =G}.
iz1

(7)

3.2. Auxiliary Routines

Despite Algorithm 1 yields an automatic partitioning of a
given graph, it does not imply that the resultant&tllows the
pre-established requirements stated in Problem 1. In dnises



Algorithm 1 Graph partitioning algorithm

1

arwn

10:

11:
12:

14:
15:
16:
17:

18:

39:
40:
41:
42:
43:
44:
45:;
46:
A47:
48:
49:

©o0o~ND

Im « System topology
% Start up

G(V,E) « Im
for j=1topdo
Computew!
end for
% Preliminary partitioning
Vi« V,i=1
. repeat
Findv € V; with maximumw
Vi « vand all its neighbour vertices
V&2V - { LIJ vh}
o h=1
i=i+1
until V, =0
: for i = 1 tok do % Compute some indexes
i & #Y; % internal weight
& 2 #E; % external weight
end for
Pmax = miax90i
R .il @i % arithmetic mean
i=
% Uncoarsening
. ComputeM % see(4)
. by = false % Internal balance

. while bj; = falsedo

for i = 1tomdo
ComputeN; % see(5)
for j=1tohdo
if ¢i + ¢j < ¢ then % see(6)
G, =G U Gj
Ghew <« G. with minimum.
Updatey
end if
end for
end for
Updatey;
% Refining

bext = false % External balance

while bey; = falsedo
for i =1tokdo
forj=1togido
Computev? anda!
it & < &! then
MoveV! from G; to its neighbour
end if
Updatepi, ¢, gmax
end for
end for
Update all indexes
Check external balance (nodes)
end while
Check internal balance (subgraphs)
end while
return P % sed(7)

3.2.1. Pre-filtering

In general, the resultant solution given by the Algorithns 1 i
nearly appropriate in terms af &ndw, but it highly depends
on the topology and complexity of the graph. For this reason,
in order to obtain a better graph partitioning, sometimesiit
be useful to make Bre-filteringroutine, where all the vertexes
with w = 1 are virtually merged to this vertex that shares its
unique edge. This procedure creadapranodeswhich should
be properly recognised at the moment of determining theé-part
tioning of the dynamical system from the decomposition f it
associated graph. Moreover, doing the manual merging s&tho
vertices reduces the work done by subsequent routines.

3.2.2. Post-filtering

On the other hand, suppose that after partitioning a given
graphG(V, E) by using Algorithm 1, all thek resultant sub-
graphs fulfil

‘70 S ‘PI S ‘Pmax» for ie{lvzy"'vk}' (8)

However, the following situation could occur. Suppose & sub
graphG, with ¢, < ¢, which is placed next to a subgraGh

and fulfils (8). The merging of subgrapBg andGy, expressed
asG. £ G, U Gy, is not allowed Since; > ¢max. ThePost-
filtering routine implements an approximation and a parametri-
sation, i.e., by adding a small tolerangethe existence of the
resultant subgrapB. is now allowed sinc&: < ¢max + ©.

This relaxation allows to have less subgraphs but with highe
complexity and internal weight.

3.2.3. Anti-oscillation

This procedure leads to solve a possible issue wherefime
ing (external balancejoutine is run. When a vertex is moved
from one subgraph to another according to its internal and ex
ternal degrees, there exists the possibility of doing this/en
ment during an infinite time if there is no specification of rou
tine ending. Therefore, the refining routine is then run imith
a for loop and the parametgris set as the maximum number
of iterations that this procedure is executed. Afterwasits;e
the resulting set of subgraphs is stored at each itertienZ,

t = {1,2,...,p}, the configuration ok subgraphs with minor
g, fori = 1,2,...,k, can be chosen.

3.3. Some Practical Issues

Given that the partitioning algorithm proposed in this pape
is mainly thought for performing decentralised control &3,
several features could be taken into account to achieveaeeon

complementary routines can be useful for improving the parnient system partitioning and less complex controller giesi

titioning process according to the considered applicativd-

For instance, an additional routine that would restrict¢he-

ditional auxiliary routines could be added such that theegen nection of subgraphs with unidirectional edges would be ver

ated patrtitioning takes into account the control perforoegthat

useful since a pure hierarchical control scheme can behtrai

would be achieved when used in decentralised or distributetbrwardly implemented, decreasing the inherent loss dioper
MPC control.

mance of a decentralised control scheme.



4. Case Study Description Set-points disturbances

o GrosaL CoNnTROL LEVEL
determination measurements

The Barcelona drinking water transport network (DWN) has (MPC, set of rules) Supervision B
been used as the case study to illustrate the performance ¢
the proposed partitioning approach and the subsequenbgmpl '
ment of the DMPC strategy reported in [18]. Control trajectorieg | ' conTRoL LEVEL waer network
realisation Regu]ation measurements
4.1. System Description (PID controllers)
The Barcelona DWN, managed by Aguas de Barcelona, S.A l T l T l T
(AGBAR), not only supplies drinking water to Barcelona city | NETWORKED SySTEM |—
but also to the metropolitan area. The sources of water are
the Ter and Llobregat rivers, which are regulated at theddhe Figure 1: Hierarchical structure for RTC system

by some dams with an overall capacity of 600 cubic hectome-
tres. Currently, there are four drinking water treatmeanfs
(WTP): the Abrera and Sant Joan Despi plants, which extraclg h ¢ tank vol he phvsical int bl
water from the Llobregat river, the Cardedeu plant, which ex °" th€ case of tank volumes, the physical constraint r@feate
tracts water from Ter river, and the Besos plant, whichtg&ee the range of volume capacities for then tank is expressed as
underground flows from the aquifer of the Besos river. There Ximm < xi(t) < X"Vt )
are also several underground sources (wells) that candwovi SoawEA e ’

water through pumping stations. Thoséelient water sources wherex™n and x™ denote the minimum and maximum vol-

currently provide a flow of around 7%fs. The water flow from ume capacity, respectively, given irfrandt denotes the dis-
each source is limited, what impliesfiéirent water prices de- rete time. Moreoveb(imi” > 0. On the other hand, the physical

pending on water treatments and legal extraction canons.  ¢onstraints related to manipulated flows through the sysiem
The Barcelona DWN is structurally organised in two lay- t,ators are expressed as

erd. The upper layer, named a&mnsport network links the

water treatment plants with the reservoirs distributecbatr U™ < ui(t) < U™ vt (10)
the city. The lower layer, namedistribution networkis sec- _

torised in subnetworks. Each subnetwork links a reservitir w whereu™" and u™® denote the minimum and the maximum
each consumer. This paper is focused on the transport fetworflow capacity, respectively, given indfs. Moreoverp™" > 0.
Thus, each subnetwork of the distribution network is mastell

as a demand sector. The demand of each sector is charautteri%qi
by a demand pattern, which can be predicted by using a timec-a
series model [31]. The control system of the transport netwo

is also organised in two layers (see Figure 1). The upper laye X(t + 1) = AX(t) + Bu(t) + Bpd(t), (11)

is in charge of the global control of the network, establighi

the set-points of the regulatory controllers at the lowgeta wherex € X c R is the state vector corresponding to the wa-
Regulatory controllers are of PID type, while the superjiso ter volumes of the tanks,u € U ¢ R" represents the vector of
layer controller is of MPC type. Regulatory controllersdiid manipulated flows through thra actuators (pumps and valves),
the network non-linear behaviour to the supervisory cdiero  andd € D ¢ RP corresponds to the vector of tipewater de-
This allows the MPC supervisory controller to use a flow-llase mands (sectors of consume, B, and By are system matrices

By considering the mass balance in tanks, the control-
ented model of the DWN in discrete-time state-space form
n be written as

control-oriented linear model. of suitable dimensions. Since the demands can be foregasted
_ _ they are assumed to be known. Thdds a known vector of
4.2. Control-oriented Modelling non-negative elements, containing the measured distoelsan

Control-oriented modelling principles for DWNs have beenaffecting the system. By also including static relations at net
widely presented in the literature, see [4, 32]. In ordertte o work nodes, model (11) can be further rewritten as
tain a control-oriented model of the DWN, the constitutied-n
work elements as well as their basic relationships shouttisse X(t+1) AXY +Tu(t), (122)
cussed. The reader is referred to the aforementioned nefese Exv(t) Eo, (12b)

for further details of DWN modelling and specific insights re wherel = [B By, v(t) = [u®T d(®']", andEy, E; are ma-

lated to the case study of this paper. : . . . .
Consider the main physical constraints of the DWN given bytnces of suitable dimensions dictated by the network togpl

the variables related to the tank volumes and manipulatedflo ~ The Barcelona DWN model (12) contains a total amount of
67 tanks and 121 actuators, these latter divided in 46 pumps
n N _ o and 75 valves. Moreover, the network hgs 88 demand sectors
_"The proposed decomposition between transportation atehdison part 5 16 water nodes. Both the demand episodes and the network
is only possible if the hydraulic couplings are weak as indage of Barcelona

DWN. In other water networks, the strong hydraulic couplzmld prevent Ca"bratiOUSimUIation_Set'up are provided by AGBAR. Figure
from the application of such a decomposition. 3 (further below) depicts the considered network.




4.3. System Management Criteria

As said before, AGBAR provides the management policies
for the Barcelona DWN given their knowledge of the system
and the performance objectives that it is to be reached com-
monly in this kind of networked systems. Thus, these cateri
are described as follows.

4.3.1. Minimising water production and transport costs

The main economic costs associated with drinking water pro-
d“Ct'qn_ (treatment) a,re que to, Chemlcals’ Iegal cangns, arﬂgure 2: Graph related to the Barcelona DWN model after pieation of
electricity costs. Delivering drinking water with appré@de  the pre-filtering routine
pressure levels through the water transport network islv
important electricity costs in pumping stations. The corre

sponding performance figure to be minimised is expressed assmooth reference surelyelpsthe performance of such low-
level controller. To smooth out the control action of MPCe th

f1(t) = We (a1 + az(t) u(t), (13)  following third term is included in the objective function or-
der to penalise variationsu(t) = u(t) — u(t — 1) of the control

wherea; correspondsto a known vector related to the economigignal between consecutive sampling intervals
costs of the water according to the selected source (tresitme
plant, dwell, etc.) and,(t) is associated with the economic fa(t) = Au(t)™ Wiy Au(t), (15)
cost of the flow through certain actuators (pumps only) aed th
control cost (pumping). Note the time variancexgfdue to the ~ WhereW,, is amx mweight matrix.
fact that pumping #ort prices have dierent values according
to the time of the day (electricity costs). The weidti is the
penalty associated with economic costs with respect tottiex o
objectives that will be included in the MPC optimisation ppro
lem. Also notice the linear nature of expression (13) is igivg

the unidirectional feature of all the manipulated flows. This section presents the results of the application of Algo
rithm 1 for the partitioning of the Barcelona DWN into com-
positional subsystems. Algorithm 1 and auxiliary routipes-
4.3.2. Safety storage term sented in Section 3.2 have been designed for any system. How-

The satisfaction of water demands should be fulfilled at ev'ever, some particular features should be introduced depgnd

ery time mstant. HOV\_/ever, some risk prevention mechanlsm8n the considered case study and control law in order to mbtai
should be introduced in the tank management so that thedstor%n suitable decomposition. More precisely, the graph of the

volume is preferably maintained around a given safety value Barcelona DWN, shown in Figure 2, has been derived from its

case of emergency, and to guarantee future Wate_r av_eujablll mathematical model (12) under the following consideration
in case of inaccurate demand forecasts. A quadratic express

for this concept is used and written as follows: e every tank, sector of consume, water source and node is
T considered as a vertex of the graph;
fa(t) = (X(t) = B X™)" Wy (X(1) — B X™), (14)
e every pump, valve and link with a sector of consume is

whereg is a term which determines the safety volume to be  considered as a graph edge.

considered for the control law computation and matkixde-

fines the weight of the objective in the cost function. Thiste In order to evaluate the partitioning results obtained from
prevents the controller from keeping the lowest possiblewa the application of Algorithm 1 and auxiliary routines to the
volumes in the tanks, which would reduce robustness to démarBarcelona DWN, the following indexes are taken into account

5. Main Results

5.1. Case Study Partitioning

forecast inaccuracy. additionally to those introduced in Section 3:
Lk
4.3.3. Smoothness of the control actions e &= )&,
Pumping stations should avoid excessive switching: valves =
should operate smoothly in order to avoid harmful transiémt o 2 ¢ (arithmetic mean),
the pressurised pipes, which can in turn lead to poor pipe con
ditions. Similarly, water flows requested from treatmetrjpé 281K, 2
. . . ® 0,=x > (i = 9)7,
must have a smooth profile due to plant operational cons$srain ¢ i1
Notice that the considered control-oriented modellingsdoat )
take into account pressure dynamics, hence a lower-levelco o ;2 2 1 3 (5 _ 52,
troller that keeps the desired flow is assumed. The use of a =1
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Table 1: Results for dierent partitioning approaches Table 2: Dimension comparison of the DWN subsystems

RouTiNE — — 2 2 Sussystem Tanks Actuators Demands Nodes
COMBINATION K ¢ € Oy ¢ €
1 13 36 20 5
1 17 1059 3.76 53.88 2532 64 2 11 11 11 0
2 13 6.30 4.15 2139 2780 54 3 13 22 20 3
3 10 8.20 5.10 31.73 3276 52 4 9 16 12 2
4 6 13.67 6.33 14.88 25.22 38 5 6 10 8 2
6 15 26 17 3
Total 67 121 88 15
Remark 5.1. Notice that althouglz is not directly related with
the number of shared edges between subgraphs obtained by us-
ing Algorithm 1, this index gives an indirect idea about thei > S
level of interconnection. Recall that the objective of tlag-p 34 4

titioning algorithm is the minimisation of indexe%, g, and 4
H14

g (fori =1,2,...,k) to obtain a graph decomposition as less
interconnected as possible and with similar number of vesti Het o
for each subgraph (internal weight). Ss |, S

Se

»

1
Hi6
Iﬁsl

Figure 4: Network subsysten$ and their sets of shared connectigns

Algorithm 1 (A1) combined with the auxiliary routiyfdters
presented in Section 3.2 performing the following combina- S,
tions:

M13
Table 1 summarises the partitioning results obtained apgply 'ui|

Ss

1. No auxiliary routines are considered.
2. Al and Pre-filtering (Pre-F) routine only.
3. Al in addition to Pre-F and Post-filtering (Post-F) rou-

tines. Problem 1 are fulfilled (see Remark 2.2). The tuning parame-
4. Al in addition to Pre-F, Post-F and Anti-Oscillation (AO) tersé andp also influence in the obtained valuelof
routines. Notice that each subgraph of the final decomposition corre-

sponds to a subsystem of the Barcelona DWN with the num-

Ber of elements presented in Table 2. Figure 3 shows, in dif-

. . e ferent colours, the obtained subsystems of Barcelona DWN.
Usm_g only the Algorithm 1, the resultant partitioniyis Moreover, Figure 4 schematically depicts the resultansgsib

comprised by 17 .subgraplhs. Many of them are small and Car{fimssi, fori e {1,...,6}, and the setg;; of shared links

not be merged since their neighbour subgraphs have Internf’)‘etween the network subsystems corresponding to the ¢ontro

welghttrs]s with values thJIte ;;_Iose tﬁ);]s_eelsecrgl_oE 3.2). Mor((aj- inputsu (manipulated flows, see (12)), whose directionality is
OVer, INere are several vertices with = 1, Wnich correspond g0 fromSjtoSjforj € {1,...,6},i # j. Table 3 collects

to network water sources and demands, leading to unneeessgl . ber of control inputs of each set

ily difficult algorithm computations due to sizes of the resul- 4

tant subgraphs (in terms of internal weight). By employingt 5 5 pyvPC based on a Hierarchical-like Approach

Pre-F routine, the previous problems are fixed and Algorithn}:.) 2.1. Strategy Parametrisation

L produces 13 subgraphs (see Table 1). Additionally, if ée r .U.si.n the Barcelona DWN decomposition obtained in pre-

fining routine embedded within Algorithm 1 is complemented . gm . posi nec in pre
vious section (corresponding to the routine combinatiom 4 i

with the Post-F routine, setting = 2, a partitioning with ten 2 ;
subgraphs is reach&dFinally, if the AO routine is also con- Table 1), a DMPC strateg)_/ IS |mplementeq in order to manage
the networked system. This strategy considers

sidered, setting the refining limit o = 250, a partitioning
with six subgraphs is now reached. According to Table 1, this e the dynamical system model in (12) split in 6 subsystems
last partitioning (Combination 4) satisfies the minimisatbf obtained by using the proposed partitioning approach;
the average of the internal weights for all resultant suplgsas

well as the interconnection degree between subgraph meghsur

This distinction has been done in order to understand how th
proposed routinestiect the partitioning results.

throughe. It is important to highlight that the proposed parti- Table 3: Dimensions of shared links
tioning approach automatically determines the final nunatber
partitionsk (six for this case) when the conditions 3 and 4 of Ser M1z M13 M1a M1 M3l M4 Msi el

NUMBER OF U's 2 2 2 2 4 3 1 3

5Notice that increasing the parames@mplies thato-gi becomes bigger.
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Figure 3: Definitive partition of the Barcelona DWN. Tkeyelements are properly featured

e the physical constraints (9) and (10) for each subsystem;all values oveHy, i.e., if uij = {Ua, Up, ...}, therP
Ua 2 [Ua(tlt) Ua(t+208) ... ua(t+Hy— 1017,
U 2 [up(tlt) up(t+1lt) ... up(t+Hy—1]", (17)

e a demand forecasting algorithm (taken from [32, 31]); and

with uy(t+ilt) denoting the value af, at time stefi+i (over the
control horizon) givert. Additionally, the following definition
e a multi-objective cost function, expressed by using (13),s introduced.
(14), and (15) as
Definition 1 (Virtual demand). Consider two subsystemg S

Ho-1 _ Ho . Hy-1 . and S, which share a set of manipulated flows. According
J(t) = Z fut+it) + > fa(t+ilt) + Z fs(t+ilt), (16)  tothe notation employed in the paper, those flows come from S
i=0 i=1 i=0 to S;. If the solution sequence of optimisation subrproblems —

whereH, andH, correspond to the prediction and control defined.by the pre-established hierarchical order — deteel_mi
horizons, respectively, indexrepresents the current time thatxi2 is computed by the MPC controller of Shen flows in
instant while index represents the predicted time along #12 are con3|d<_ared as virtual de_mands in the controller related
Hp. In the case study of this paper, the prediction horizorf@ Sz since their value are now imposed in the same way as the
is related to the 24-hours demand seasonality. Regardinffater demands.

the value oH,, it has been set to be equalig, following

L According to [2], thepurehierarchical control scheme deter-
the criterion of the DWN management company.

mines a sequence of information distribution among theysibs

tems, where top-down communication is available from upper

to lower level of the hierarchy. Note that, despite the sabsy
In order to explain and discuss the implementation of thdems coupling (given by the shared links), the main feattdire o

solution sequence for the considered hierarchical-likeFaM

strategy, denot€; as the MPC controller related to the SUbSyS_ Swith a slight abuse of the notation, the elements of veatare denoted

temS; (for_i € {1,...,6}), and notice that, at this stage; Not  yith the corresponding discrete-time dependence in omielifferentiate the
only contains values of each component at time steyt also  vector from its components.
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15t jevel of u13 to be used as a set of virtual demands@grat time
hierarchy stept + 1.
,,,,,,,,,,,,,,,,, e Cgz computes the control actions 8§ consideringus; as a
set of virtual demand<Cs also computegies to be used as
2" level of a set of virtual demands f@; at time stef + 1.
hierarchy
Remark 5.2. Notice that in the solution sequence of the con-
,,,,,,,,,,,, sidered DMPC scheme, at the first time steg (1), the initial
3 |evel of values of the control actions belonging to sgts and ¢ are
hierarchy not available. Those values can be obtained by solving a con-
straint satisfaction problem (CSP) defined by the models and

constraints of subsystems, 3 and S (shaded blocks in Fig-
Figure 5: Hierarchy of MPC controller§;. Their solution sequence is top- yre 5) through the algorithm proposed in [33]. The solutidn o
down this CSP provides feasible control actions for setsand uss,
which allows starting the solution sequence described abov
the pure hierarchical control approach relies on the ueddir For subsequent time steps, valuesuef and ui6 take values
tionality of the information flow between controllers. computed by €and Gs, respectively, in the previous time step,
Looking at Figure 5, where the directions of sgis are  i.e., the elements belonging to those sets at time step taave n
graphically shown, it is possible to realise that two of theets,  assigned as (s¢d 7))
denoted byi;3 andusg (red dashed lines in the figure), break the
mentioned unidirectional flow between MPC controllers. sThi u(t+ 1t -1)
fact implies that the standard hierarchical control schéone :
partitioned LSS cannot be straight applied. To solve thisasi u(t + Hy — 1t — 1)
tion and design a DMPC strategy, a hierarchical-like DMPE ap u(t + Hy — 1t — 1)
proach proposed in [18] has been considered and convenientl
implemented over the partitioned system depicted in Figure 52 2 simulation Results
This strategy follows the hierarchical control philosopdnyd
the sequential way of solving the optimisation subprobleims
the corresponding MPC controllers but also considerin@ie
pearance of bidirectional information flows. For this pBPO 4t the control objectives have been considered for the perfo
additional constraints and heuristics are taken into awou  ance comparison of the MPC strategies:
order to cope with the feature of having the double direction
in the flow of information between some of the controllers. In e Scenario 1:¥ = (0.7,0.2,0.1),
particular, Figure 5 shows the considered hierarchy foctse

u=

The results obtained by using this DMPC strategy are com-
pared with those obtained employing a centralised MPC ap-
proach. Two scenarios corresponding tetient prioritisations

study of this paper, where controllers at the first level ef&i- e Scenario 2:¥ = (0.6,0.2,0.2),
chy determine the values of variables shared with contiife _ i .
lower levels. Notice that Figure 5 also shows why the pure hi_vvhere‘P = We.x Yn) represents the 3-wple Cf weights

associated to the weight matricéé =  yel, Wy 2 Yy,
Wy, £ yagl at the normalised functions (13), (14), and (15),
respectively. Notice that, given the employed normalisation of
éhe control objective terms in the cost function (16), thesaf

Ui, fori € {e x, Au}, should be 1. The tuning scenarios are cho-
sen in a way that the highest priority objective is the ecoigcom
cost (see Section 4.3), which should be minimised while main

e C, computes the control actions f and setg14 andusa. taining a similar rate of the safety volume and control actio

erarchical control approach cannot be employed since thé MP
controller related to the subsystem 1 shares bidirectiomna-
mation with the controllers 0%, andSs.

Therefore, the solution sequence of the describe
hierarchical-like control problem for the complete Baored
DWN at each time step € Z; is the following:

_ smoothness terms.
e In parallel,C; computes the control actions 8% and the All results have been obtained considering real demands of
setu2. four days (with 1 hour sampling time), with initial volumes i

tanks set to 40% of their maximum volunté, = Hy, = 24,

and the safety volume paramefeset to 08. All simulations

have been performed in MATLAB 7.1 implementations run-

ning on an Inté? Cord™2, 2.4 GHz machine with 4Gb RAM.

* Cs computes the control actions 8§ considering:s; as a Table 4 summarises the obtained control results in terms of
set of virtual demands. performance (economical cost) and computational burden ov

e C; computes the control actions 8f and setuzi, us1,
andug;. Setsuio, 13, H14, anduyg are considered as sets
of virtual demandsvithin the controllelC;.

e C3 computes the control actions 8§ considering:z; and
34 as sets of virtual demand€; also computes the set "Matrix | denotes the identity matrix of suitable dimensions.
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Table 4: Computation time and performance comparisons

Scenario 1 Scenario 2
CMPC DMPC CMPC DMPC

Water Cost 138.37 189.45 137.05 188.81

Electric Cost  92.73 68.44 87.43 69.91
Total Cost 231.10 257.89 224.48 258.72
CPU time 1143 537 1127 560

INDEX

volume (m3)

0 10 20 30 4‘0 5‘0 60 70 80 920
time (hours)

four days. The indexes representing costs are given in @eicno

units (e.u.) instead of Euro due to confidentiality resioits.

Computation times are given in seconds. 7

From Table 4, it can be noticed the increment of the tota s
costs of operation when using the DMPC strategy, what implie
aloss of performance of about 15%. This loss of performasicei
obtained because the DMPC strategy does not take into accoL’s
in a proper way the water costs related to external watecssur  #
since it is a global objective. On the other hand, DMPC con- ,|
trollers are mainly focused on the reduction of pumping €ost
(local objective) within each subsystem. By contrast, tie i
formation of water costs is properly managed for the CMPC ¢, 10 20 20 20 50 60 70 20 %
controller by optimising it but at the price afiovingmore wa- time (haurs)
ter inside the network. This leads to an increment in thetetec
costs (the water transportation cost) when CMPC contradler
used. Therefore, despite the DMPC approach inevitablyslead

to a loss of performance, the benefits in terms of time and comportation within the network. Hence, this source is pravigi
putational burden are significant enough, what makes it suitaimost all the water that this subsystem needs in contraiseto
able for real-time implementation purposes. Notice thahis ~ CMPC case, where the water was moved from other network
particular application, the CMPC could also satisfy thel-rea |ocations (due to its cheaper price). This fact explains gy
time constraint since the control sampling time is 1 houusth  DMPC strategy yields a suboptimal solution compared wiéh th
the main motivation for using DMPC in this application would CMPC counterpart. This degree of suboptimality is inherent
not be the improvement in computation but the scalabilityf an to the followed hierarchical approach since each contrigle
the potential adaptability easiness facing network chatiggt  mainly focused on optimising the control objectives redatie
could occur. In fact, according to discussions with the AG-the subnetwork that is controlling. A further improvemeht o
BAR company, the main reason for using a DMPC approaclhe considered DMPC strategy would consist in adding some
in the case study of this paper, additionally to the easiénma jmproved coordination mechanism in the control objectife o
tenance of the (sub)system models, is that it allows repiaci each local MPC controller in order to enforce the fulfilmeht o
the current Iegacy control in multlple steps, where the DMP%|0ba| control Objectives (See’ e.g., [34]) This improm’h

is implemented on a selected network part only at each stefyill allow to take into account the economic costs in a global
This ability is important for practical application and mt&-  way.

nance, which allows moving some part of the network to the

current legacy control when some malfuncffanitis detected 5 3. Relation between the System Decomposition and the
without stopping the supervisory MPC controller. DMPC Performance

Regarding the closed-loop behaviour of the network, Figure  The relation between a given system decomposition obtained
6 and 7 show the flow through a water supply valve and a thguhen using Algorithm 1 and the performance of the employed
volume of akeytank, respectively (see the highlighted elementspMPC scheme is discussed in this section. Table 4 presents
in Figure 3), for both predictive control strategies. Netioc  performance indexes in terms of economic costs, what allows
Figure 6 that the behaviour of the volume is qualitativelyige)  comparing the results obtained with a CMPC and the used
alent for both strategies since the filling and emptying peses  DMPC controllers. This factimplies the evaluation of (13)w
of the associated tank follows the demand evolution. On thg']e control inputs Computed by the decentralised contlle

other hand, notice in Figure 7 that the water inflow from thiSNotice that, if a DMPC scheme is considered, the vector of in-
source is greater when DMPC is implemented. As discussegut variables is given by

before, DMPC strategy makes that the water of each subsys-
tem is supplied by its own sources, reducing the water trans- U= [Upr uSHD]T,

11

Figure 6: Resultant volume related tkeytank within the DNW

5b

4

Figure 7: Computed flow related to a supply water valve



whereu,; € U,; denotes the vector of those control inputs thatstudy of the &ect of auxiliary routines on the basic partition-
belong to one and only one subsyst&n(fori € {1,...,k}), ing algorithm has also been included showing the benefits of
and uy, € Ugyp denotes the vector of shared control inputstheir use. Promising control results have been obtainathusi
between subsystems. Moreovér, = U,; U Ugp. Hence, a hierarchical-like DMPC approach, which makes use of this
since the optimisation variables correspond to the systam ¢ partitioning. A comparison with a CMPC approach show that
trol inputs, any of the performance index described in ®ecti the level of sub-optimality in economic costs is acceptable

4.3 —such as the economic cost (13)— can be written withousidering the resultant reduction in computational burden.

lost of generality & As future research, further improvements of the proposed
partitioning algorithm, considering particular specifioas im-
f(u) = l1(Unr) + 12(Usio), (18)  posed by the decentralised control strategies, should thedad

as well as dierent ways of treating the sets of shared control ac-
wherely @ Uyr = U andlp @ Usp — U denote the corre- iong hetween subsystems and weighting policies for their ¢
sponding mapping functions according to each particulseca  gjgeration by the controllers. Moreover, the hierarchita
Notice the straight relation between the size of the vector op\pc strategy considered in this paper, which addresses the
shared controlsls,, and the partitioning index. This latter loops between hierarchical levels in a heuristic way, migt
Is associated to the cut size of the entire system graph Whajy iher investigated in order to evaluate the introducegtele

in turn, measures the number of interconnections (shamd o ot gy hoptimality as well as how feasibility and stabilitatares
trols) between subsystems. Also notice that the subopperal ;.o preserved.

formance degree of the considered DMPC strategy is mainly
related to the second term of (18), i.e., to the number ofezhar
control inputs. The influence of this term decreases nds Acknowledgements
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