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1 Introduction and Context

Agility and gracefulness are interesting notions in robotics. They are vague and lack a consistent technical definition, yet they represent objectives towards which a lot of effort is being invested by several researchers and institutions.

Usually, when we search for agility in the literature, we find definitions oriented towards rapid movement and accelerations. These definitions and metrics have a wide range of complexity, from very simple metrics to complex benchmarks. For example, in their 2009 paper [15], Bowling and Teng review some definitions and conclude that good metrics for agility are the ability to accelerate and the time to achieve full speed. In their 2016 work [24], Duperret, Kenneally, Pusey and Koditschek take a different approach and arrive at an interesting metric designed to compare the performance of legged robots, defining the specific agility in terms of mass-normalized change in extrinsic body energy. In their biomimetic development of a jumping robot [33], Haldane, Plecnik, Yim, and Fearing arrive to a metric for vertical jumping agility based on a repetitive jumping motion, by multiplying the height and frequency of the jumps. On the complex end of the formulation range, we find works such as that [25] of Eckert and Ijspeert, which approach the definition from a wide perspective and develop a benchmark for comparing legged robots based on multiple characteristics that they consider important in the definition of agility, such as speed, precision and energy cost in the performing various tasks. Our own definition for agility will be most similar to that last one, consisting in an umbrella term under which we will condense some different objectives. Since in our thesis we want to optimize trajectories and will not enter the robot design phase, our objective with agility is to translate its meaning into movement variables that we can measure and control. For example, we will understand that an aspect of agility is the capacity to perform accelerations in any direction of the task space. Through the use of models of the electric actuators, we will calculate acceleration and speed envelopes as functions of configuration and speed. Then, we will use them as a factor in the optimization cost function, penalizing trajectories that get too close to the limits of the robot capabilities. That will result in a trajectory that travels the task space through configurations that tend to keep a maximum implicit agility, in the sense that at any given point of the trajectory, the robot will have the ability to react with agility to sudden changes in the environment, like moving obstacles.

When we talk about graceful robots, we usually describe some quality in their movements: they are smooth, intuitive and beautiful, which are again abstract terms that anyone can interpret to their liking. This concept is used by authors such as Gulati, Kuipers and Park to describe the optimization objective they want to achieve in their works with robotic wheelchairs [31] [32]. They usually define graceful movement in terms of being safe, smooth, comfortable, fast, and intuitive. They use these characteristics because they are all very relevant for the comfort of the person using the wheelchair. With their balancing column-like robot, Nagarajan, Kantor, and Hollis arrive to similar results using a more concrete definition for graceful movement: when its configuration variables’ position, velocity and acceleration trajectories are continuous and bounded with low jerk [51] [50]. In that sense, it is also similar to the regularization term for smoothness and naturalness that Zhao, Lin and Tomizuka add to the cost function in their 2018 paper [61], which is the time integral of the jerk squared. In our thesis, an important objective will be to explore the different variables that we can use in order to find a concrete definition of gracefulfulness. We will use a multi-factorial approach that will include several concrete variables, such as the aforementioned jerk, actuator load or energy efficiency, as we will see in the next section 2.

Motion planning and control are two classic fields in robotics. Motion Planning can refer to calculating a trajectory or path that allows the robot to move between an initial and a final state, with or without time information respectively. Classically, the complete problem is solved
by decomposing it in two subproblems: path planning, where a static-obstacle collision-free geometric path with no time information is calculated, and velocity planning, where the speed with which the path is traveled is adjusted so that force, torque and moving-obstacle collision restrictions are met [40]. In this project, we will understand motion planning in a complete sense, referred to a time including trajectory. In order to do so, we will approach it from an Optimal Control or Trajectory Optimization perspective. Control refers to how we can actuate the system, a robot in our case, in order to achieve and maintain the desired trajectory even when perturbations and unexpected complications appear. Many techniques can be used to this end, ranging from simple PID controllers [7] applied to each robot joint independently, to more complex controllers using the full dynamical model of the robot, like those based on linear quadratic regulators [5], computed-torque methods [49], or model-predictive schemes [28]. When we say kinodynamic planning, we mean that we will not only consider a kinematic approach (geometry and collisions), but that we will also take into consideration the dynamics of the system (effects of forces, actuator torque limits, inertia, and so on.) [22]

With the earlier context in mind, the aim of this thesis is to improve current motion planning and control methods in order to synthetize optimally-agile and graceful robot motions. In order to do so, we first need to convert the abstract notions of agility and gracefulness into concrete metrics and expressions that we can use in an algorithm. Then, we will optimize trajectories, taking into account comprehensive kinematic and dynamic constraints, with high-level optimization goals in which we use all these variables and developments. Lastly, we will measure and benchmark our results in order to demonstrate that trajectories generated using these techniques achieve better performances in the criteria we wanted to accomplish, such as efficiency, smoothness, agility, and so on. In the next section, we will discuss how we are planning to achieve these objectives.

As a particular problem to be solved, we have chosen the Waiter Motion Problem with Mobile Base as our main test case. The classical Waiter Motion Problem involves moving a surface with objects on top, from one position to another, as fast as possible, without the objects sliding or spilling their contents [27]. In order to achieve so, the normal to the surface can be rotated, like a human waiter would do, so that accelerations parallel to its surface are minimized. This problem is an evolution of previous acceleration compensation problems, in which a manipulator tries to compensate accelerations on its base in order to protect the payload using washout algorithms similar to those used in dynamic simulators [29]. Very elegant solutions have been proposed to the Waiter Motion Problem, such as the damped virtual pendulum proposed by Dang and Ebert [20]. However, most of these solutions consider either a fixed base, or a given robot movement to be compensated. Our proposal with the Waiter Motion Problem with Mobile Base is to optimize simultaneously the movement of the robot base and the end mechanism that controls the tray. We will also consider more complex optimization objectives apart from minimal time, such as energy consumption and actuator loads.

We have chosen this problem for two reasons: On one hand, it is clear that the movement of the tray has to align with our objectives of graceful and agile motion, as we want fast yet natural and smooth movements like those needed in this problem. On the other hand, as Dang and Ebert explain, there are multiple real world applications of this problem, such as transport of fragile equipment, liquids, and many others. However, before trying to solve this problem, more accessible, simpler ones will be tried. Simpler problems, such as the simple or double pendulum swing up, can still provide very valuable insights on how to operate with these complex optimization objectives. Interesting studies, such as the one by Zanzami and Ben Amar, has been done on an acrobot modeled as an under-actuated multiple pendulum. [58] Moreover, once we have reached a certain level of expertise in these problems, we will be able to apply the learned lessons to a wider array of problems where these optimization criteria naturally apply.

We have selected an omnidirectional robot with mecanum wheels and a Stewart platform
on top as the main physical support for this problem. Since their development in the 70's, the mecanum or directional sliding wheels \[1\] have captured the attention of robotics researchers and enthusiast due their omnidirectional movement capabilities and pleasing aesthetics. Using a robot with four of such wheels allows us to control movement in both axes of the ground plane and heading angle independently. This flexibility frees us of the non-holonomic constraints of the unicycle model of the wheelchair in the works of Gulati, Kuipers and Park \[31\] \[32\] \[52\]. The Stewart Platform is a parallel manipulator widely studied with many applications \[26\]. Its robustness and 6-DoF capabilities makes it a perfect candidate for the control of the tray. In fact, it has been used for active acceleration compensation since the beginnings \[29\]. Both systems, omnibot and Stewart Platform, have the additional advantage of being already available for use in IRI's lab, where we are to conduct our experiments.

However, the tests to be performed will not be restricted to this robotic hardware. If available, different combinations of mobile base and upper platform will be used. Among them, we expect to be able to use non holonomic platforms with articulated arms. In any case, simulations will be conducted to test cases of robots we cannot physically access or exercises that could be dangerous, like heavy machinery surrounded by people.

## 2 Objectives

With this thesis we first want to develop objective metrics and expressions in order to transform the abstract concepts of agility and gracefulness into concrete measurable values that we can use in our optimizations in a meaningful sense. we then wish to apply and improve algorithms and software tools for trajectory optimization and optimal control in order to optimize robot trajectories under the found metrics and expressions. Finally, we aim to to measure and demonstrate that trajectories generated through these methods achieve our objectives of better high-level performance in terms of as efficiency, smoothness and agility of the robot motions.

It is important to keep in mind that the whole time-dependent trajectory will be optimized at once (in contrast with a decoupled approach that optimizes a path and then calculates speeds along such a path) and that the result of the algorithm should be a control function, that is, the actuator forces or torques, as functions of time, that are required to produce the optimized system trajectory.

In each aspect of this work, the following aims and assumptions will be considered:
• **Constraints:** All kinematic and dynamic constraints of the robot will be taken into consideration. That means that the generated trajectories have to be not only geometrically feasible, but also respect the actuator limits, take into account internal forces and inertia, and respect the physical limits of the modeled machines.

• **Optimization goals definition:** In our optimizations, we will use multi-objective functions to achieve agile and graceful robot motions. End users should be able to balance the weight of each term in such functions so as to have solutions fit to their specific needs. These terms are abstract and vague, so the first critical step to achieve so is to translate them into concrete variables that can be measured and controlled through trajectory planning. Among the concrete parameters that we will measure, we will have:
  
  – **Jerk ($\dddot{q}$):** As we saw in the introduction, the time derivative of the accelerations are widely used as a measure of how natural and graceful movements are.
  
  – **Acceleration and speed margins:** In the context of agile movement, considering the available distance to the speed and acceleration envelopes will provide us margin to react to unexpected obstacles or changes in the environment.
  
  – **Motor torques:** We want our trajectories to produce low loads in our actuators, in order to protect them from wearing and overheating.
  
  – **Energy efficiency:** We want our movements to be natural and take advantage of the inherent dynamics of the robot, not artificially and blindly smoothing the trajectory at the cost of energy consumption. Strategies to achieve both this objective as well as the previous one could include the use of gravity, friction, or natural frequencies of the system to our advantage.
  
  – **Time:** Under certain circumstances, the trivial way to minimize loads and accelerations is to approach the destination arbitrarily slow, but we want our trajectories to span reasonable short time periods in order to be actually useful. Therefore, time requirements will be taken into account in our optimization.

• **Application:** We want our work to be able to produce results connected to real world applications. As we discussed in the previous section, we will use the Waiter Motion Problem with Mobile Base as a main test case, supported in the physical world with an omnidirectional robot with a Stewart platform. This will allow us to close the development loop and test our ideas against the real world.

• **Planning and control:** Once our software is mature enough, the project will fork into two components: A high-level optimization that considers the whole movement and a quick real-time model predictive control with receding horizon that allows the robot to react to unexpected changes in the environment.

• **Quality code paradigm:** The software we produce must comply with current standards in software development in order to have readable, maintainable, reliable and expandable code.

• **Open Science and dissemination:** Whenever possible, without compromising the quality of the process, open-source software and tools are to be preferred over closed-source ones in order to maximize the repeatability and reachability of the results. In compliance with the official UPC position with respect to Open Access, results and code will be published as open source whenever possible.
3 Expected Contributions

This PhD work seeks to contribute to the general field of robot motion planning and control by applying and expanding strategies, algorithms and software tools for trajectory optimization and optimal control, in order to achieve graceful and agile trajectories subject to kinodynamic constraints.

The results of our work should be both applicable to real world problems and be stable and robust enough to serve as a basis for further research and developments in the field. The main contributions we expect to achieve are:

- We will achieve graceful trajectories that feel natural and predictable to humans and can improve performance, safety and comfort in situations where humans and robots share the same space. This is even more important when the objective of the robot is to transport humans.

- We will translate the abstract concepts we seek into concrete expressions of physical variables that we can measure and control, which will allow us to perform advanced optimizations. This is a meaningful task that must be conducted carefully and thoroughly in order to produce valid and significant model constructs that can be used to produce optimizations whose results are qualitatively superior to those made with simple usual objectives.

- With our optimized trajectories, we will be able to reduce the wearing of components and reduce maintenance costs. They can also improve energy consumption, which is an important issue in the present and expected to become even more important in the future.

- The general cost function to be developed may include several factors expressed in different units and metrics. Combining them in one objective function and exploring their interrelationships is a very non-trivial task. Achieving expressions that can account for them in a balanced, significant and customizable way will allow our results to be useful for a wide array of users and applications.

- We will test and benchmark our developments in order to measure the difference between them and existing approaches. We will have to demonstrate that the results achievable with our methods are significantly improving the performance for a given robot.

- The Waiter Motion Problem with Mobile Base, one of our tests cases, has direct application in industry and can be used to improve safety and speed in automated transport of fragile, delicate or spillable products.

- Our results will be applicable to different problems and robots. This will be demonstrated in physical machines when possible, and in simulations otherwise.

4 State of the Art

We will now present a review of the state of the art in the relevant fields of this PhD work.

4.1 Agile and Graceful Robot Movement

Usually, agility in robotics is studied as a metric to compare different robots in motion [15, 24, 33, 25], or as a design objective in all phases of the robot design [33]. We will however approach it differently. We will go back to the concept itself and translate it into metrics that can be used as objective in a trajectory optimization problem for an existing robot, as discussed in sec. 2.
Gracefulness, or naturalness, on the other hand, has been in fact already used as a criterion in trajectory optimization. Nagarajan, Kantor, and Hollis use it in their *Graceful prepares graph* method, where they precompute some stereotypical graceful movements that they concatenate to generate the trajectory. The concept also plays a central role in the work with robot wheelchairs of Gulati, Kuipers and Park. In their 2008 paper, Gulati and Kuipers decouple the problem into path finding using splines, then optimize the speed with which it is traveled. Later, in their 2011 dissertation, Gulati optimizes the trajectory by defining it in terms of speed and orientation and applying a Finite Element discretization. In their 2016 dissertation, Park uses a very interesting approach, filling the whole space with a field that contains information about the distance-to-go to the goal that takes into account the non-holonomic constraints of the wheelchair. Over this field, in a short term updating loop, predicts the probable movement of obstacles and tries to find a way to get nearer to the goal following the field while minimizing the chances of obstacle collision. While these approaches are all powerful and useful, and provide us with valuable insight about gracefulness in motions, they follow strategies different to the optimal control one that we want to explore, as we will explain in section 5.

The work done by Zhao, Lin and Tomizuka in their 2018 paper, is also very relevant, because their approach is very similar to ours. They use a trajectory optimization paradigm and the tools that they use are the same as the ones that we will base our solution upon. The main differences are our emphasis in the design of a suitable cost function, that our test case is more challenging and that we will use a mobile robot instead of a fixed arm. Their results prove that this line of investigations can be fruitful.

### 4.2 Trajectory Optimization and Optimal Control

We will approach the objective modeled as a trajectory optimization or optimal control problem. This is a classic formulation that has been used for decades and has a mature and extensive literature corpus. We will present our formulation of the problem in this context in section 5. In our proposal we will follow structures stated in classic textbooks such as Planning Algorithms by Lavalle or the Survey of Numerical Methods for Trajectory Optimization by Betts.

For our implementation, we will explore and utilize recent developments in the field such as CasADI (2019), GEKKO (2018), FORCES NLP (2017) or Pyomo. Most of these tools interact with independent solvers, among which the most widely used is IPOPT.

CasADI is an open-source framework for numerical optimization, developed with optimal control problems in mind. Its core is written in C++ but is more easily used through its interfaces in Python, Matlab or Octave. It features a symbolic framework that allows algorithmic differentiation, translating the numerical problem into a Non Linear Programming formulation that is then solved with an independent solver. CasADI is distributed with some open-source solvers, like IPOPT.

GEKKO is an open source optimization suite for python. It consist in an algebraic modeling language that uses automatic differentiation to translate the high-level numerical problem written in Python into a low level structure that can be passed to specific solvers like IPOPT. Its back-end is written in Fortran to speed up calculations.

FORCES NLP is a software package that generates a tailored C code solver constructed for the specific problem modeled. In its paper, they report achieving speedups of up to an order of magnitude compared to IPOPT. It is a commercial closed-source software, though one of its licensing options can be obtained free of charge for academic purposes.

Pyomo is a Python-based open-source software package that supports a diverse set of optimization capabilities for formulating, solving, and analyzing optimization models. A core
capability of Pyomo is modeling structured optimization applications. Pyomo can be used to define general symbolic problems, create specific problem instances, and solve these instances using commercial and open-source solvers.

4.3 Kinodynamic Motion Planning

Kinodynamic motion planning is the sub-field of motion planning that takes into consideration kinematic (geometry) and dynamic (forces) constraints \cite{22}. There are several strategies and approaches to this problem. We will use an optimal control/trajectory optimization one, as we will explain in section 5. However, this approach greatly benefits from initial values close to the optimal, so a good knowledge of alternative approaches will come handy in later stages of development. We can divide these methods in two categories: decoupled methods, that first obtain a geometric path with no time information, over which they later plan a trajectory, and coupled methods, that search for time-dependent trajectories directly.

Among the decoupled approaches we can find graph based techniques like the A* \cite{23} or Dijkstra algorithms \cite{35}, iterative cell decomposition \cite{16}. Potential Fields \cite{11} and sampling methods like the Probabilistic Roadmap (PRM) \cite{11} or the Rapidly-expanding Random Tree (RRT) \cite{16}. While these algorithms can be very useful to find geometrically viable paths, we can’t use them as our main tool, because our objective is to optimize complex kinodynamic objectives that these algorithms can’t take into account.

Apart from the Trajectory optimization/optimal control approach discussed in the previous point, among the coupled methods we can find Dynamic Programming and Kinodynamic RRTs. Dynamic Programming is based on subdivision of problems into smaller, easier ones. Algorithms that divide the space in a grid, find a path as a series of grid points and then optimize the point to point problem or chose precomputed trajectories to connect them are examples of this approach. This can be an interesting method to have in mind. However, when we consider problems with high numbers of degrees of freedom, these methods can become too expensive, as the grid scales exponentially with the dimension of the state space. Kinodynamic sampling based methods, like Kinodynamic Rapidly-expanding Random Trees, can also be of interest, and are currently under study by other members of our team \cite{11} \cite{13} \cite{14} \cite{12}.

4.4 Waiter Motion Problem

Earliest approaches to this problem were made from an Active Acceleration Compensation perspective \cite{29}, which filtered high frequencies in order to protect the payload. The active use of inclination in order to counteract long accelerations was also explored in the sibling problem of sloshing suppression \cite{57}. The virtual dampened pendulum proposed by Dang and Ebert in 2004 \cite{20} was a very elegant solution, but it only corresponds to a fraction of the complete problem we want to solve, as it assumes a mobile base over which there is no control and the platform can only react. More recent works have been made, such as Geu Flores and Kecskeméthy \cite{27} or Nagy, Csorvási and Vajk \cite{63}. However, most of these works rest on a physical model of a static-based arm, which again then represents a different problem than ours. That’s the reason why we have decided to call our problem “Waiter Motion Problem with Mobile Base”, in order to separate it from these similar problems.

4.5 Omnibot and Stewart Platform

Omnidirectional robots with mecanum wheels and Stewart platforms are classic mechanisms that have been widely used and studied in the last decades \cite{11} \cite{20}. The capabilities of the omnibot
to travel in a plane without non-holonomic restrictions have made it a classical physical support of all kinds of pathfinding and trajectory planning algorithms, such as potential fields [48], A* cell based search connected by kinodynamic-optimized splines [44] and even machine learning based biomimetic controllers [60]. Our modeling is built over the work done in the department by Iñigo Moreno [19], a Lagrangian dynamics approach based on the work of Agulló et al [2].

5 Methodology and Formulation

We will construct this section using the nomenclature and definitions used in previous works by the Kinematics and Robot Design Team [43].

5.1 Trajectory Optimization

As we discussed before, we will approach the problem from a Trajectory Optimization / Optimal Control perspective. This means we aim to find state and actions trajectories \( x(t), u(t) \) that minimizes a cost functional subject to a set of constraints including the system dynamics and all the bounds to which \( x(t) \) and \( u(t) \) are subject to. Given initial and goal states \( x_s \) and \( x_g \), respectively, and a running cost function \( c(x(t), u(t)) \) defined over a finite interval, \( t \in [t_0, t_f] \), the basic problem can be formulated as follows:

\[
\text{minimize} \quad \int_{t_0}^{t_f} c(x(t), u(t))dt
\]

subject to

\[
\forall t, \dot{x} = g(x(t), u(t)),
\]

\[
\forall t, h(x(t), u(t)) \leq 0,
\]

\[
x(t_0) = x_s,
\]

\[
x(t_f) = x_g.
\]

Where \( g(x(t), u(t)) \) codifies the dynamics of the system, and \( h(x(t), u(t)) \) represent the path constraints, such as torque, speed and geometric limits. In order to express our problem in these terms, we need to transform the equations that control our models until they fit this formulation, and define a meaningful cost function to optimize.

5.2 Problem Formulation

The kinodynamic planning problem typically takes place in the state space of the robot, i.e., the set \( \mathcal{X} \) of kinematically-valid states \( x = (q, \dot{q}) \), where \( q \) is a vector of \( n_q \) generalized coordinates describing the configuration of the robot, and \( \dot{q} \) is the time derivative of \( q \), which describes its velocity. The coordinates in \( q \) may be independent or not. In the former case, any pair \( x = (q, \dot{q}) \) where \( q \) and \( \dot{q} \) are inside their domains is kinematically valid, and \( \mathcal{X} \) becomes parametrically defined. The latter case is more complex. The configuration space (C-space) of the robot is the set \( \mathcal{C} \) of points \( q \) that satisfy a system of \( n_e \) equations

\[
\Phi(q) = 0
\]

encoding, e.g., joint assembly, geometric, or contact constraints, either inherent to the robot design or necessary for task execution. The constraints in Eq. (1) are said to be holonomic constraints and only depend on \( q \), not on \( \dot{q} \). By differentiating Eq. (1), the valid values of \( \dot{q} \) are those that fulfill

\[
\Phi_q(q) \dot{q} = 0.
\]
where $\Phi_q = \partial \Phi / \partial q$. Likewise, the robot may also be subject to a system of $n_h$ nonholonomic constraints

$$A(q)\dot{q} = 0,$$

which are velocity constraints that cannot be integrated, i.e., they cannot be expressed as a position constraint like Eq. (1). The consequence of this property is that a nonholonomic robot has more degrees of freedom in position than in velocity. Eqs. (2) and (3) can be combined to form the velocity constraint

$$
\begin{bmatrix}
\Phi_q(q) \\
A(q)
\end{bmatrix}
\dot{q} = B(q)\dot{q} = 0,
$$

where $B(q)$ is an $(n_e + n_h) \times n_q$ matrix, which, under mild conditions, can be assumed to be full rank.

Let $F(x) = 0$ denote the system formed by Eqs. (1) and (4). Then, the state space $\mathcal{X}$ of the constrained system becomes a nonlinear manifold of dimension $d_X = 2(n_q - n_e) - n_h$ defined implicitly as

$$\mathcal{X} = \{x : F(x) = 0\}.$$

Any motion planned in $\mathcal{X}$ must also obey the dynamic equations of the robot, which arise from considering the forces and physical laws that determine the system movement. These equations can be written in the form

$$\dot{x} = g(x, u),$$

where $g(x, u)$ is an appropriate differentiable function, and $u$ is a $n_u$-vector of actuator forces subject to lie in a bounded subset $\mathcal{U} \subset \mathbb{R}^{n_u}$. For each value of $u$, Eq. (6) defines a vector field over $\mathcal{X}$, which can be used to integrate the robot motion forward in time, using proper numerical methods.

In order to obtain Eq. (6), constrained systems are usually modeled with the multiplier form of the Euler-Lagrange equations [30]. First the systems are treated as unconstrained systems by ignoring the constraints, and then they are enforced by using Lagrange multipliers. The dynamic equations then take the form

$$\frac{d}{dt} \frac{\partial K}{\partial \dot{q}} - \frac{\partial K}{\partial q} + \frac{\partial U}{\partial q} + B^T \lambda = \tau,$$

where $\lambda$ is a vector of $n_e + n_h$ Lagrange multipliers, $\tau$ is the generalized force corresponding to the non-conservative forces applied on the system, and $K$ and $U$ are the expressions of the kinetic and potential energies of the robot.

The kinetic energy of the robot can always be defined compactly as a quadratic function of $\dot{q}$, that is

$$K = \frac{1}{2} \dot{q}^T M(q)\dot{q},$$

where $M(q)$ is the so-called mass matrix, which is always symmetric and positive definite. The potential energy $U = U(q)$ is independent of $\dot{q}$. These properties allow Eq. (7) to be written in the form

$$M(q)\ddot{q} + C(q, \dot{q}) + G(q) + B^T \lambda = \tau,$$

where $G(q)$ is a vector of conservative forces (e.g. gravity or spring forces) given by

$$G(q) = \frac{\partial U}{\partial q},$$
and \( C(q, \dot{q}) \) is a vector corresponding to Coriolis and centrifugal forces, which is given by

\[
C(q, \dot{q}) = (Mq\ddot{q} - \frac{1}{2} \dot{q}^T M q\ddot{q}).
\]  

(11)

Since Eq. (9) is a system of \( n_q \) equations in \( n_q + (n_c + n_h) \) unknowns (the values of \( \ddot{q} \) and \( \lambda \)), we need additional equations to be able to solve for \( \ddot{q} \). These can be obtained by differentiating Eq. (4), which yields

\[
B\ddot{q} - \xi = 0,
\]

(12)

where \( \xi = -(Bq\dot{q})\dot{q} \). Eqs. (9) and (12) can then be written as

\[
\begin{bmatrix}
M(q) & B^T \\
B & 0
\end{bmatrix}
\begin{bmatrix}
\dot{q} \\
\lambda
\end{bmatrix} =
\begin{bmatrix}
\tau - G(q) - C(q, \dot{q}) \\
\xi
\end{bmatrix}.
\]

(13)

Clearly, if \( B \) is full rank, the matrix on the left-hand side of Eq. (13) is invertible, and thus we can write

\[
\dot{q} = f(q, \dot{q}, u) = \begin{bmatrix} I_{n_q} & 0 \end{bmatrix} \begin{bmatrix} M(q) & B^T \\
B & 0 \end{bmatrix}^{-1} \begin{bmatrix}
\tau - G(q) - C(q, \dot{q}) \\
\xi
\end{bmatrix}.
\]

(14)

If \( B \) is not full rank at the given \( x \), we say that \( x \) is a state-space singularity. At such a point, it is impossible to write Eq. (13) into the form of Eq. (14). It is clear, then, that state-space singularities should be avoided if Eq. (13) is to be solved during the planning process. Fortunately, state-space singularities are nongeneric phenomena that can be avoided by judicious mechanical design \[10\], or through the addition of singularity-avoidance constraints in Eq. (1) \[9\].

To obtain Eq. (6), we finally transform Eq. (14) into a first-order ordinary differential equation using the change of variables \( \dot{q} = v \), which yields

\[
\dot{x} = \begin{bmatrix} \dot{q} \\
v_f(q, v, u) \end{bmatrix} = g(x, u).
\]

(15)

Since in practice the actuator forces are limited, \( u \) is always constrained to take values in some bounded subset \( \mathcal{U} \) of \( \mathbb{R}^n_u \), which restricts the range of possible state velocities \( \dot{x} = g(x, u) \) at each \( x \in \mathcal{X} \). During its motion, moreover, the robot cannot incur in collisions with itself or with the environment, so that the feasible states \( x \) are those lying in a subset \( \mathcal{X}_{\text{feas}} \subseteq \mathcal{X} \) of non-collision states, where position, velocities, and constraint forces are within given bounds.

With the previous definitions, the planning problem we confront can be phrased as follows. Given two states of \( \mathcal{X}_{\text{feas}}, x_s \) and \( x_g \), find an action trajectory \( u = u(t) \in \mathcal{U} \) such that:

- The system trajectory \( x = x(t) \) determined by Eqs. (1), (4) and (6) for \( x(0) = x_s \), fulfills \( x(t_f) = x_g \) for some time \( t_f > 0 \), and \( x(t) \in \mathcal{X}_{\text{feas}} \) for all \( t \in [0, t_f] \).

- \( x(t) \) is once-differentiable at least, which implies that the computed trajectory will be smooth in position and velocity, and continuous in acceleration.

- The additive cost of executing the trajectory

\[
C(x(0), u(t)) = \int_0^{t_f} c(x(t), u(t)) \, dt
\]

is, at least, locally optimal for some given instantaneous cost function \( c(x(t), u(t)) \).

- Apart from geometric holonomic and non-holonomic constraints described in equations \[1\] and \[3\] additional path constraints, such as torque limits, have to be taken into account:

\[
\forall t, h(x(t), u(t)) \leq 0
\]
We can observe that this formulation is equivalent to the expressions shown in section 5.1. Note that the previous problem can be considered as a full motion planning problem, as opposed to a path planning problem that only asks for a connecting curve in the C-space, without reference to the dynamics of the robot. Following [22, 45] we shall use the term kinodynamic planning to refer to such a planning problem. Note however that, contrary to [22, 45] we allow the presence of Eqs. (1) and (4) in the problem, which makes it more general and challenging at the same time.

5.3 Objective Function Calculation

As we saw in section 2, one of the central objectives of this work will be to find suitable cost functions that can balance different properties in order to achieve our goal of Agile and Graceful motions. Extensive and systematic testing and experimentation will be conducted in order to study how each of the measurable physical variables affects the optimization, both in terms of quality and adequacy of the obtained trajectory and the computational cost it requires. We will explore how each abstract adjective could be translated into concrete mathematical functions of the real variables. We will study how these variables correlate and interact with each other in order to find efficient algorithms that can reach the desired results. We will develop parameter-based expressions that give the user power to balance the terms in order to fine-tune the results to their particular objective.

Among the parameters that we will study, there will be:

- **Jerk** ($\dddot{q}$), the time derivative of acceleration, plays a vital role in achieving graceful and natural movements.

- **Acceleration and speed margins**: At each $x(t)$, the distance to the envelopes has to be taken into account. This will translate into trajectories with high implicit agility, that allow the robot to respond quickly to unexpected environmental changes.

- **Energy efficiency**: We have to consider instantaneous power spikes as well as the total energy spent. In order to do so, valid electric motor models have to be developed and included in the model. In itself, energy efficiency is a desirable objective, but it will contribute to natural movements as well, because in nature, animal movements tend to use their intrinsic dynamics in order to minimize energy loss.

- **Motor Torques**: We want to avoid torque spikes, but also try to minimize the mean torque load. Controlling the actuator loads will lead to graceful and natural movements, minimize energy consumption and reduce wearing damage to the system.

- **Time**: is an important factor in achieving useful trajectories. It will be important that the end user can balance the algorithm according to their own needs. In some cases, achieving the final configuration in minimum time will be an important optimization objective.

5.4 Discretization

Once we have a formulation for the problem in continuous variables, we have to discretize it in order to solve it numerically. There are two main approaches to the discretization: Direct and Indirect. According to Kelly [42], a common way to distinguish these two methods is that a direct method discretizes and then optimizes, while an indirect method optimizes and then discretizes. In general, it is considered that direct methods have a bigger convergence region,
while indirect methods tend to be more accurate and will have a more reliable error estimate.\[42\]

Another classification of trajectory optimization techniques is the distinction between shooting and collocation methods \([5]\).

- **Shooting methods** \([39, 54, 62]\) discretize the trajectories into multiple knot points \(x_1, \ldots, x_N, u_1, \ldots, u_N\), and then enforce the integral of the dynamics between these points as a constraint:

\[
\begin{align*}
& \text{minimize} \quad T_s \sum_{n=0}^{N-1} c(x_n, u_n) \\
& \text{subject to} \quad x_{n+1} = g_d(x_n, u_n) \quad \forall n \in [0, N - 1], \\
& \quad x_0 = x_s, \\
& \quad x_N = x_g.
\end{align*}
\]

Here, \(T_s\) is the time increment employed, and \(g_d(\cdot)\) is a discrete approximation of the differential equation, either using an Euler method, or any higher-order method if more accuracy is necessary. Clearly, there is a trade-off between both the number of knot points and the integration method adopted, and the computational cost required to solve the resulting optimization problem.

- **Collocation methods** \([33]\) alleviate this issue by avoiding numerical integration. Both the input \(u(t)\) and state \(x(t)\) trajectories are approximated explicitly by means of polynomial functions. Specifically, \(u(t)\) is described by a first-order polynomial defined by the \(u\) values at the knot points, while \(x(t)\) is described by an Hermitian spline defined by the \(x\) and \(\dot{x}\) values at such points (\(\dot{x}\) being computed using the dynamics in Eq. (9)). Finally, a constraint forces the satisfaction of Eq. (9) at the midpoint of the spline, also known as the collocation point. Thus, the optimization problem can be stated as:

\[
\begin{align*}
& \text{minimize} \quad T_s \sum_{n=0}^{N-1} c(x_n, u_n) \\
& \text{subject to} \quad 0 = h(x_n, u_n, x_{n+1}, u_{n+1}) \quad \forall n \in [0, N - 1], \\
& \quad x_0 = x_s, \\
& \quad x_N = x_g,
\end{align*}
\]

where \(h\) refers to the collocation constraint. This method is powerful enough to be applied to challenging problems involving humanoids \([17, 18, 37]\) and kinematic constraints \([53]\). In particular, in \([53]\) constraints in the form of Eqs. (1) and (2) are enforced at the knot points and then added to the optimization problem. However, a large set of points are still needed to accurately approximate the constraint manifold and the dimension of the optimization problem increases considerably. Moreover, the kinematic constraints are fulfilled at these intermediate points but not necessarily along the whole trajectory.

6 Resources and Work Plan

The proposed research is framed within the KINODYN research project, code DPI2017-88282-P and is funded by an FPI grant associated with such project. The project will be developed at the Institut de Robòtica i Informàtica Industrial UPC-CSIC in Barcelona.
The software and algorithms developed are not expected to require special equipment apart from the standard desktop computer available in the office. Robotic components, such as the omnibot, the Stewart platform and additional external sensors will be reused from previous works at the department. A sufficiently large test area will be used to perform physical tests.

Since this PhD work entails developing appropriate motion planning and control algorithms, the typical work cycle consists in the following steps:

- Develop the theoretical foundation of the algorithms.
- Implement the algorithms in some computer language (usually Matlab, C, ROS, or Python)
- Test the algorithms in simulation.
- Test the algorithms in a real robot using the robot’s sensors and actuators.

The work plan for the proposed research is divided into tasks, which are subdivided into subtasks, as described below. The schedule of this plan is presented in Fig. 2 as a Gantt chart. In this chart, Q1, ..., Q4 stand for the four quarters of a year, and the work already completed is shown shaded in orange.

**Task 1: Review of the state of the art and study of relevant material**

Familiarization with the problem and the means to solve it is a fundamental first step. However, reading related material and literature will not stop with the start of the development, but it will be an ongoing process until the later stages of the thesis writing.

**Task 2: Trajectory optimization and optimal control exploration**

First, in parallel with literature review, small benchmarks and problems such as the pendulum swing-up are to be conducted in order to get familiar with the theoretical concepts and practical workflows. This also serves the purpose of trying and comparing different algorithms and tools before using them in the real problem, and therefore, this task is expected to continue intermittently as we test newly found ones before committing to them.

**Task 3: Simple optimization problems**

We will solve simple optimization problems, such as simple or under-actuated pendulums, in order to experiment and test with different tools and objective functions.

**Task 4: Advanced objective functions**

We will systematically study the factors explained in section 5 in order to achieve graceful, agile and efficient motions, and how to use them for our objective functions in meaningful ways.

**Task 5: Problem-specific optimization**

We will develop optimization algorithms specific to the Waiter Motion Problem with Mobile Base, modeled for the Omnibot with Stewart platform.

**Task 5.1: Omnibot model characterization**

A detailed study of the omnibot model is conducted in order to gain insight on its nature and behavior.
Task 5.2: First simplified kinodynamic planner
A first version of the optimizer, using a simplified problem, will be developed.

Task 5.3: Stewart Platform model characterization
A detailed study of the parallel manipulator model is conducted in order to gain insight on its nature and behavior.

Task 5.4: Complete problem
The complete optimization problem will be addressed and the test case will be completed.

Task 6: Physical implementation and feedback
Our models and results should be implemented in the physical robot and experimental measurements should be done in order to test their validity and find unexpected behaviors. The initial idea was to do this since the beginning, but sanitary circumstances suggest that it may be a good idea to wait until summer 2021.

Task 7: Simulations
Once validity is tested and experiments become too time-consuming, simulations will be conducted and established in the development loop.

Task 8: Application to different cases and problems
The algorithms developed for the test case will be widened and adapted to use for different problems and robots.

Task 9: Dissertation writing
This task entails the redaction of the thesis dissertation and the preparation of its public defense.
<table>
<thead>
<tr>
<th>2019</th>
<th>2020</th>
<th>2021</th>
<th>2022</th>
<th>2023</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q4</td>
<td>Q1</td>
<td>Q2</td>
<td>Q3</td>
<td>Q4</td>
</tr>
<tr>
<td>Q1</td>
<td>Q2</td>
<td>Q3</td>
<td>Q4</td>
<td>Q1</td>
</tr>
<tr>
<td>Q2</td>
<td>Q3</td>
<td>Q4</td>
<td>Q1</td>
<td>Q2</td>
</tr>
<tr>
<td>Q3</td>
<td>Q4</td>
<td>Q1</td>
<td>Q2</td>
<td>Q3</td>
</tr>
<tr>
<td>Q4</td>
<td>Q1</td>
<td>Q2</td>
<td>Q3</td>
<td>Q4</td>
</tr>
</tbody>
</table>

**Figure 2: Work plan of the proposed work**
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