3D OBJECT RECONSTRUCTION FROM SWISSRANGER SENSOR DATA USING A SPRING-MASS MODEL
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Abstract: We register close-range depth images of objects using a Swissranger sensor and apply a spring-mass model for 3D object reconstruction. The Swissranger sensor delivers depth images in real time which have, compared with other types of sensors, such as laser scanners, a lower resolution and are afflicted with larger uncertainties. To reduce noise and remove outliers in the data, we treat the point cloud as a system of interacting masses connected via elastic forces. We investigate two models, one with and one without a surface-topology preserving interaction strength. The algorithm is applied to synthetic and real Swissranger sensor data, demonstrating the feasibility of the approach. This method represents a preliminary step before fitting higher-level surface descriptors to the data, which will be required to define object-action complexes (OACS) for robot applications.

1 INTRODUCTION

The automatic reconstruction and model building of complex physical objects is important to guide robotic tasks such as grasping and viewpoint changes, and more in general to predict the outcome of robot manipulations. Due to improvements during the last decade in the field of 3D time-of-flight sensors (TOF), faster and more accurate data can now be obtained from these sensors. The Swissranger sensor provides an excellent tool for 3D robot exploration tasks. The camera can be mounted on a robot arm, depth images can be acquired in real time, and objects can be simultaneously manipulated and reconstructed. The resulting depth images in this specific application are of low resolution and contain large uncertainties, requiring the adaptation and development of suitable models.

Previously, several methods have been proposed to reconstruct 3D object surfaces from a cloud of 3D data points, e.g. dynamic particles [Szeliski et al., 1992], implicit-surface based methods [Hoppe et al., 1992], volumetric methods [Curless and Levoy, 1996], tensor-voting based methods [Tang and Medioni, 2002], Voronoi-based surface reconstruction [Amenta et al., 1998], level sets [Zhao et al., 2000], and surface fitting with radial basis functions [Carr et al., 2001]. Techniques based on dynamic particles [Szeliski et al., 1992] have the advantage that a microscopic model of the object is constructed, which can be used to model outcome of robot action applied to deformable objects, e.g. the manipulation of a table cloth [Cuen et al., 2008]. In this paper, we propose a method based on a system of elastically interacting masses. The proposed model differs from previous approaches based on dynamic particles in the way the data is incorporated into the model and in the specific choices of the interaction functions. A novel feature of this algorithm is the inclusion of a damping and a noise term which drive the system towards a local minimum, an idea similar to simulated annealing. The model constitutes a preliminary step before fitting higher-level surface descriptors to the data. These entities will then provide a solid basis for guiding object actions, i.e. viewpoint changes and actions of the robot gripper.

The reconstruction process consists of the following steps: Image capture (a), coarse registration (b), fine registration (c), and implicit surface modeling via a spring-mass model (d), which is introduced in Sec-
2 THE MODEL SYSTEM

The basic framework we consider can be defined as follows. Let \( P \) be a set of data points with measured position \( \mathbf{X}_p = (X_p, Y_p, Z_p) \) in a three-dimensional space. To each data point, we assign a mass

\[
\text{mass} = \begin{cases} \text{data force} & \text{if } q \text{ is in the neighborhood } N(p) \text{ of } p. \\
\text{interaction force} & \text{if } q \text{ is not in the neighborhood } N(p) \text{ of } p. 
\end{cases}
\]
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The masses are moving under the influence of a data force

\[
F_{\text{data}} = k(\mathbf{X}_p - \mathbf{X}_q),
\]

where \( k \) is a parameter.

Each mass \( q \) exerts a force

\[
F_{\text{int}}(p, q) = \kappa(p, q)(\mathbf{X}_q - \mathbf{X}_p),
\]

on \( p \), if \( q \) is in the neighborhood \( N(p) \) of \( p \).

We consider two different models, A and B. In model A, \( \kappa(p, q) \) is equal to a constant \( c \), while in model B the function \( \kappa(p, q) \) depends on the angle between the surface normal of particle \( q \) and the difference vector \( \mathbf{X}_p - \mathbf{X}_q \), such that

\[
\kappa(p, q) = 2c[\pi/2 - \theta(\mathbf{X}_p - \mathbf{X}_q, \mathbf{n}_q)]/\pi,
\]

where \( \mathbf{n}_q \) is the surface normal at \( q \) and

\[
\theta(\mathbf{a}, \mathbf{b}) = \begin{cases} \angle(\mathbf{a}, \mathbf{b}) & \text{if } \angle(\mathbf{a}, \mathbf{b}) \leq \pi/2, \\
\pi - \angle(\mathbf{a}, \mathbf{b}) & \text{if } \angle(\mathbf{a}, \mathbf{b}) > \pi/2. 
\end{cases}
\]

Note that \( \angle(\mathbf{a}, \mathbf{b}) \) is the inner angle enclosed by \( \mathbf{a} \) and \( \mathbf{b} \) and thus does not grow larger than \( \pi \). Eq. 4 ensures that the interaction force depends only on the orientation of the surface normal relative to the mass.

A schematic comparison of model A and B is provided in Fig. 1. While the interaction forces in model A only depend on the relative distances of neighboring particles, model B takes into account the position of a particle with respect to the surface orientation of the neighboring particles. This has the advantage that the data is preferably smoothed in the direction of the local surface normal, thus reducing undesired contractions of the object model and oversmoothing at edge discontinuities.

The dynamics of the system is described by a system of coupled ordinary differential equations

\[
dx_p/dt = \mathbf{v}_p \\
d\mathbf{v}_p/dt = F_{\text{data}} + F_{\text{int}} + \tau - \gamma \mathbf{v}_p,
\]

where \( \tau \) is a noise term and \( \gamma \mathbf{v}_p \) a damping term with damping constant \( \gamma \). These additional forces have been added to move the dynamical system towards a local minimum.

2.1 Finding a Local Minimum

The system of differential equations is solved using a 4th order Runge Kutta technique with a step size of 0.1, starting from random initial conditions. Cooling is introduced through the damping force and the noise term \( \tau \). With the course of time, we decrease the noise according to

\[
\tau = \tau_{r, n}(n_i - 1)/n_i,
\]

where \( n_i \) is the total number of iterations and \( t \) is the current iteration number. The number \( \tau_{r, n} \) is drawn from a Gaussian distribution with a standard deviation of 5 pixels.

2.2 Surface Normals

Following Liang and Todhunter [Liang and Todhunter, 1990], we define the local covariance matrix at \( p \) as

\[
C = \sum_{q \in N_i(p)} (\mathbf{x}_q - \mathbf{x}_m) \cdot (\mathbf{x}_q - \mathbf{x}_m)^T/n,
\]
where \( n \) is the number of points in the local neighborhood \( N_r(p) \) of \( p \), and

\[
x_m = \frac{1}{n} \sum_{q \in N_r(p)} x_q
\]

is the mean position vector. The local plane which minimizes, in the least squares sense, the orthogonal projections of all points in \( N_r(p) \) onto the plane is given by the two eigenvectors corresponding to the two largest eigenvalues.

\[
x_m = \frac{1}{n} \sum_{q \in N_r(p)} x_q
\]

achieved via coarse pose estimation using multiple correspondences of invariant geometric features extracted from the 3D point clouds [Chua and Jarvis, 1997]. After the coarse pose registration, an iterative closest point algorithm (ICP) is applied in order to achieve a fine pose registration [Besl and McKay, 1992].

3 RESULTS

For parameter choices \( \gamma = 0.5 \), \( k_n = 30 \), \( k = 1 \), \( c = 20/k_n \), and \( n_i = 1000 \), we compute the results of
model A and model B for a synthetic example. Model B is then applied to the Swissranger sensor data. The data was scaled by a factor 0.04 before application of the model, and returned to its original scale afterwards.

Each acquired data point is assigned a mass point in the model. We find all \( k_n \) nearest neighbors defining the neighborhood \( N(p) \) of each mass \( p \). The surface normals are computed by finding \( k_s = 12 \) nearest neighbors. The neighbors are not altered during the simulation of the dynamical system.

As a synthetic test example, we choose an object in the shape of an open box, which is then acquired from two different view points, separated by an angle \( \pi \), via an orthographic projection. We further assume that the data acquisition process is noisy. In the data space, the object is represented by a noisy point cloud.
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Figure 3: Modeling process of Swissranger data taken from a mug. (a) Raw data with superimposed unmerged views. (b) Coarse registration. (c) Fine registration. (d) Final result using model B.

We apply model B to the depth images of a ceramic mug acquired with the Swissranger sensor. The different stages of the modeling process, i.e. raw data acquisition, coarse and fine registration, and results of the subsequent application of the spring-mass model, are shown in Fig. 3, a-d, respectively. At the end of the process, the mug model has a clear shape and most of the outliers have been removed, except for the handle. In Fig. 4, the color-coded orientations of local surface patches for the fine registration and the final result after applying model B are depicted. Surfaces of mug model B are smoother than the surfaces at the fine registration stage, thus providing a good basis for subsequent applications.

![Figure 4: Color-coded orientation of local surface patches for the mug result](image)
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Figure 4: Color-coded orientation of local surface patches for the mug result (a) Fine registration. (b) Final result of model B.
5 CONCLUSIONS

5.1 Summary

Within the larger context of a robot manipulation task, we proposed a 3D model for the reconstruction of 3D objects from Swissranger sensor data. Depth images are captured with a Swissranger sensor. After taking depth images from different views, the images are merged via a coarse registration method [Chua and Jarvis, 1997]. The shape of the 3D point cloud is enhanced through application of an iterative closest point algorithm [Besl and McKay, 1992]. The resulting data is of low resolution and afflicted with large uncertainties. Modeling the 3D point cloud as a system of dynamic masses interacting via spring-like elastic forces reduces these deficiencies. Since the interaction between masses is dependent on the orientation of local surfaces fitted to the mass points, noise and outliers are removed without causing oversmoothing at edge discontinuities.

5.2 Future Work

Our long-term goal is to model 3D objects during the execution of a robot task. The proposed model constitutes a preliminary step before fitting higher-level surface descriptors which may then be used for view planning or action selection. The spring-mass model further provides a framework for modeling deformable objects. The outcome of actions can be predicted by adding an external force to the dynamical system of the object, e.g. representing a robot gripper.
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