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Abstract. Knowing about future values and trend of stock market has attracted a lot
of attention by researchers, investors, financial experts and brokers. The benefits of
having a good estimation of the stock market behavior are well-known, minimizing
the risk of the investment and maximizing the profits. In recent years, mathemati-
cal and computational models from artificial intelligence have been used for such
purpose. This research studies quantitative and qualitative modeling approaches to
forecast four indices of the Indian stock market. As quantitative methodologies we
use time delay feed forward neural networks, auto regressive integrated moving av-
erage and their combination. As a qualitative counterpart we use the fuzzy induc-
tive reasoning methodology. 10-fold cross validation has been used to evaluate the
generalization capacity of each predictive model developed. The best results are ob-
tained with the time delay feed forward neural networks models and the worst with
the fuzzy inductive reasoning models. No significant enhancement is obtained with
the approaches proposed when compared with the simple random walk method.

Keywords. artificial intelligence, stock movement prediction, neural networks,
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1. Introduction

The price variation of stock market is a non-linear dynamic system that deals with non-
stationary and volatile data. This is the reason why its modeling is not a simple task. In
fact, it is regarded as one of the most challenging modeling problems due to the fact that
prices are stochastic.

Two main tendencies exist when dealing with stock market time series prediction.
The first one is based on the efficient market theory and it explains that the session price
gathers all events and therefore the best possible prediction is the last value. It is called
random walk (RW). The second one believes in the existence of patterns in financial time
series which make them predictable. The researchers that believe in the second line have
centered their work mainly in two different approaches: statistical and artificial intelli-
gence (AI). The statistical techniques most used in financial time series modeling are the
autoregressive integrated moving average (ARIMA) [1-2], the generalized autoregressive
conditional heteroskedasticity (GARCH) [3-4] and the smooth transition autoregressive
(STAR) [5-6].

On the other hand, artificial intelligence provides sophisticated techniques to model
time series and search for behavior patterns: genetic algorithms, fuzzy models, artificial



neural networks (ANN), support vector machines (SVM), hidden markov models, multi-
agents and expert systems, are some examples. Unlike statistical techniques, they are ca-
pable of obtaining adequate models for nonlinear and unstructured data. Neural networks
are the most widely used method for this task, because of their superior performance in
some applications. There exists a huge amount of literature that uses AI approaches for
time series forecasting [7-11].

There are interesting researches that apply AI techniques to predict the stock market
movement. One of these works is the one of O’Connor and Madden that evaluates the
effectiveness of neural networks using external indicators, such as commodity prices and
currency exchange rates, for predicting movements in the Dow Jones industrial average
index[12] and involving the use of trading simulations to assess the practical value of pre-
dictive models. Their models bet the buy-hold strategy (simple benchmark that responds
to underlying market growth). In [13] the authors studied the importance of the neural
network architecture for predicting stock prices obtaining as result that the most accu-
rate neural network was the one with two hidden layers. Zorin compared Kohonen self-
organizing maps and error backpropagation algorithm on Ventspils Nafta stock prices,
concluding that the Kohonen approach has better performances in this application [14].
More complex systems have also been developed recently. In [15], the adaptive neuro-
fuzzy inference system (ANFIS) has been used to predict the trend of the stock price of
the Iran khodro corporation at Tehran stock exchange, concluding that ANFIS is capable
of forecasting the stock price behavior. In [16], the authors investigate whether a hybrid
approach combining different stock prediction techniques, i.e. ANFIS, back-propagation
network and SVM, could outperform the single approach on S&P 500 index. Their re-
sults show better performances by combining approaches.

The research presented here is mainly based on the paper written by Merh et al. [17],
that illustrates a comparison between hybrid models for the prediction of four Indian
stock indices, i.e. BSE 30, BSE IT, S&P Nifty, BSE 100. The hybrid models were devel-
oped using the combination of ANN (a non-linear multi-layer perceptron) and ARIMA
techniques. They tested ARIMA ANN and ANN ARIMA combinations and concluded
that the ANN ARIMA model had better prediction results for the BSE 30, BSE IT and
S&P Nifty stock indices, whereas in the case of BSE 100 the ARIMA ANN got higher
accuracy. The best results presented in the paper are quite good if compared with the
random walk option. In fact in almost all the indices the errors obtained are surprisingly
low. However, these results are based on a unique partition between training and test sets.
The size of the only test data set used is of 30 samples (days) whereas the training set
contains 1218 days. We consider that the test set is not statistically significant and, there-
fore, we do not think that the results obtained in that study can be considered relevant
and, definitely, do not show the generalization power of the models developed.

In order to study the generalization power of quantitative and qualitative approaches
to the same stock indices in a rigorous manner, we have decided to use 10-fold cross val-
idation. We compare quantitative techniques like TDFN, ARIMA and their combination
TDFN ARIMA (unlike the ANN used in [17], TDFN adds delayed inputs as well), and
a qualitative technique like FIR, versus the random walk option. The hypothesis is that
the predictions can be improved applying hybrid techniques.



2. Methodologies

As mentioned before, in this research we want to study the usefulness of quantitative and
qualitative methodologies for modeling Indian stock indices. The quantitative method-
ologies chosen are time delay feed forward neural networks (TDFN), auto regressive in-
tegrated moving average (ARIMA) and their combination TDFN ARIMA. As a quali-
tative counterpart we use the fuzzy inductive reasoning (FIR) methodology. In this sec-
tion, the main characteristics of TDFN and FIR methodologies are presented, as well as
the combination of TDFN ARIMA. For an insight related to the ARIMA technique the
reader is referred to [18].

TDFN belongs to dynamic networks. Its main characteristic is that the output de-
pends not only on the current input but also on the previous inputs. This is solved by
adding delays in the configuration of the network. A straightforward method for implicit
representation of time is to add a short-term memory structure in the input layer of a
static neural network (e.g., multilayer perceptron). The resulting configuration is some-
times called a focused time-lagged feed-forward network (TLFN) or focused time delay
network (FTDN). A short-term memory structure can be implemented as a tapped delay
line (TDL) [19], although there exist other ways to do it like gamma memory [20]. How-
ever, the TDL is the most commonly used form of short-term memory. It consists of p
unit delays with p + 1 terminals, as shown in Figure 1, which might be seen as a single
input multiple output (SIMO) network. The memory depth of a TDL is fixed at p, and its
memory resolution is fixed at unit y, giving a depth resolution constant of p.

Figure 1. ordinary tapped delay line memory of order p

In this research we define dynamic networks by means of a TDFN with a tapped
delay line at the input. Figure 2 illustrates the structure of such a network that will be
used in this study for the application at hand. These kinds of structures are available in
the Matlab framework.

As hybrid model, we have applied TDFN ARIMA, which has two stages. In the first
stage TDFN is used to forecast the future value of the close price, and then, the residual
generated is provided to the ARIMA, which will forecast the error. In the second stage
the predicted close price by TDFN is added to the error forecast generated by ARIMA,
thus yielding the final forecasted value.

With respect the qualitative approach we use the FIR methodology [21]. The concep-
tualization of the FIR methodology arises of the general system problem solving (GSPS)
approach proposed by Klir [22]. This methodology of modeling and simulation is able to
obtain good qualitative relations between the variables that compose the system and to
infer future behavior of that system. It has the ability to describe systems that cannot eas-



Figure 2. two-layer TDFN

ily be described by classical mathematics or statistics, i.e. systems for which the underly-
ing physical laws are not well understood. FIR offers a model-based approach to predict-
ing either univariate or multi-variate time series [23]. It is a qualitative, non-parametric,
shallow model based on fuzzy logic.

In a first step, the available measurement data are fuzzified. Thereby, the real–valued
quantitative data values are mapped onto qualitative triples, consisting of a class value,
a fuzzy membership value, and a side value. The process is illustrated in Fig.3 by means
of a variable, called ambient temperature.

Figure 3. Fuzzification in FIR

The ambient temperature is mapped onto five discrete classes, called cold, fresh,
normal, warm, and hot. Each of these classes is associated with its own fuzzy member-
ship function, a function with values in the range [0.0,1.0]. The fuzzy membership func-
tions can either be gaussian distributions or triangular distributions. The side function
can assume values of either left, center, or right. Within each fuzzy class, values to the
left of the maximum of the fuzzy membership function have associated a side value of
left, etc. Hence, an ambient temperature of 23 degrees centigrade is classified as normal,
with a fuzzy membership value of 0.8, and a side value of right. No information is being
lost in the process of fuzzification. The qualitative triple can be mapped unambiguously
onto a single quantitative value by means of de-fuzzification.

The FIR modeling engine reasons only about the class values. In the case of a uni-
variate time series, the next value of the variable, x(t), must be a function of previous
recordings of that same variable:

x(t) = f (x(t−∆t),x(t−2∆t), ...) (1)



The FIR modeling engine does not try to identify the function, f . It only determines,
which subset of previous recordings is most useful in determining the next value of the
variable, x, e.g.

x(t) = f (x(t−5∆t),x(t−2∆t),x(t−∆t)) (2)

which would be represented as a so-called optimal mask:

mask = [−1,0,0,−2,−3,+1] (3)

where the +1 element denotes the position of the output within the time series, whereas
the negative values in the mask denote the relative positions of the three inputs.

The FIR modeling engine searches through all possible masks up to a given mask
depth, creating for each mask an input/output table of class values. The optimal mask
is the one that makes the map from the set of input classes to the single output class as
deterministic as possible. The FIR modeling engine optimizes the information content of
the map by minimizing the Shannon entropy measure. Once the optimal mask has been
found, FIR stores the training data for later retrieval in an experience data base consist-
ing of an alpha-numerically sorted list of input/output data, whereby each quantitative
input/output data record is converted into a record of qualitative triples.

The FIR simulation engine predicts values of the output variable beyond the end of
an episode of recorded data values. It uses the previously found optimal mask. The inputs
to the mask are inside the known episode, i.e., have known values. They are fuzzified,
and a qualitative input record is created that can be compared with the records in the
experience data base. The five nearest neighbors are retrieved, and the output value is
predicted as a qualitative triple representing a weighted average of the output values of
the five nearest neighbors in the experience data base.

3. Results

This research is focused on forecasting four indices:

1. The BSE SENSEX, also called the BSE 30 or simply the SENSEX, is a free-
float market capitalization-weighted stock market index of 30 well-established and
financially sound companies listed on Bombay stock exchange.

2. The BSE 100 is a free-float market capitalization-weighted stock market index of
100 companies listed on Bombay stock exchange.

3. The BSE IT, also called the BSE-TECk is a a free-float market capitalization-
weighted stock index and it is constituted of companies in the Information Tech-
nology, Media and Telecom sectors.

4. The S&P CNX Nifty is a a free-float market capitalization-weighted stock market
index. It is also called the Nifty 50 or simply the Nifty, and this is one of several
leading indices for large companies which are listed on National stock exchange
of India.



(a) BSE30 (b) BSE100

(c) BSEIT (d) S&P Nifty

Figure 4. Close price of the 4 indices from 6th April 2004 to 6th April 2009

For each index, four variables are available, i.e. open, high, low and close daily
prices. These data are comprehended from the 6th of April 2004 to the 6th of April 2009
(1248 trading days). Figure 4 shows the close daily process variables for each index
studied.

In this research TDFN, TDFN ARIMA and FIR models have been developed for
each of the four Indian stock indices mentioned earlier. For each model, the inputs con-
sidered are yesterday open, high, low and close daily prices and their previous delays.
The output variable is today’s close price. The performance of these models has been
evaluated by computing the errors between the current and the predicted close prices. The
previous models results are also compared with classical models like RW and ARIMA.

Therefore, all the models obtained in this study represent a function as the one de-
scribed in equation 4, although each method uses their own mathematical tools to define
their own relation or function f.

Ct = f{Ct−1,Ht−1,Lt−1,Ot−1, ...,Ct−p,Ht−p,Lt−p,Ot−p} (4)

where C is the Close price, H the High price, L the Low price, O the Open price, t the
instant to predict and p the number of lags.
In addition, we introduce 10 fold cross-validations in order to estimate how accurately
the predictive models will perform in practice. With the data available, i.e. 1248 data
values, test sets of 125 values are derived.

The characteristics and structure of the different models developed in this study are:

1. TDFN: The data were normalized to mean 0 and variance 1. Different combina-
tions were tested introducing from 1 to 5 lags in the input layer. Then, for each
input, different sets of neurons in the hidden layer were tested, i.e. 1, 5 and 15 hid-
den neurons. As activation function a linear one was finally chosen in both layers,
due to the fact that when a sigmoid transfer function, hyperbolic tangent, was used



in the hidden layer the performance of the network was reduced due to a saturation
problem, Table 1. Although a linear two-layer TDFN might be compressed into
a linear one-layer TDFN, we kept the original two-layer architecture also in this
case. The resilient backpropagation was used as learning algorithm. This is a first-
order optimization algorithm which takes into account only the sign of the partial
derivative over all patterns (not the magnitude), and acts independently on each
weight. The resilient backpropagation is one of the fastest weight update mecha-
nisms.

2. Hybrid TDFN ARIMA: The TDFN was obtained as has been explained above.
Once the predictions of the TDFN are available, the residues, which are station-
ary series, are fitted to different ARIMA structures and the one with better perfor-
mance is kept. The goodness of an ARIMA model is defined by means of Akaike
information criterion (AIC):

AIC = logV +2d/N (5)

where V is the loss function, d the number of estimated parameters and N the num-
ber of values in the estimation data set. The most accurate model has the smallest
AIC. Then, the final prediction is the sum of TDFN and ARIMA predictions.

3. FIR: The data were fuzzified into three classes each, using the equal frequency
partition method. A depth of 5 has been used in this study in order to find the
optimal mask. The optimal masks obtained for each index are shown in the fourth
column of Table 1.

4. ARIMA: These models are developed in an univariant form, thereby they are only
applied on close price, as described in equation 6.

Ct =Ct−1 + ...+Ct−p (6)

where C is the Close price, t the instant to predict and p the number of lags. The
input value (close price) is transformed in log(Ct / Ct−1), in order to get stationary
series. At this point, some models combining AR and MA from 1 to 5 delays have
also been tested (up to 25 models).

5. RW: The prediction is simply given by the last known value, i.e. Ct =Ct−1.

Table 1 summarizes the cross-validation performance of the best models obtained
for each of the methodologies studied, with respect to its performance. The performance
is measured by means of the mean absolute error (MAE).
The mean absolute error (MAE) measure is defined by equation 7.

MAE = ∑
i

‖yi− y′i‖
n

(7)

where, yi is the target value in time i, y′i,the predicted value in time i and n the number of
observations.

Table 1 shows that the linear TDFN reaches the highest accuracy, being 4 lags and
1 neuron in the hidden layer the best architecture for that kind of time series. Comparing



TDFNsigmoid TDFNlinear FIR TDFN ARIMA ARIMA RW

BSE30 4 lags, 5 h. 4 lags, 1 h. [0, 0, 0, -1, -2, +1] - (5,1,2) -
MAE 156.605 148.926 201.116 199.320 149.144 150.024

BSEIT 2 lags, 5 h. 5 lags, 1 h. [0, -1, 0, -2, -3, +1] - (0,1,5) -
MAE 53.714 49.634 67.820 67.735 49.716 50.751

BSE100 4 lags, 15 h. 4 lags, 1 h. [0, 0, 0, -1, -2, +1] - (5,1,0) -
MAE 78.487 77.768 105.564 114.676 77.537 77.915

S&PNifty 2 lags, 5 h. 4 lags, 1 h. [0, 0, 0, -1, -2, +1] - (5,1,0) -
MAE 47.741 44.539 60.430 60.377 44.556 44.800

Table 1. The cross-validation average MAE for each model

all models, we find out that both TDFN and ARIMA beat very slightly the RW prediction
but TDFN ARIMA and FIR obtain worse results. Adding an ARIMA model in order to
improve the TDFN predictions increases the complexity of the model and it introduces
noise that impairs the quality of the forecast. However, we think that new hybridization
approaches should be studied. On the other hand, the FIR qualitative approach also ob-
tains bad results because a k value of 5 in the prediction process, is probably especially
large in this application. Notice that the method finds the 5 nearest neighbors and, after-
wards, the prediction is obtained as a weighted average of the outputs associated with
these neighbors. If we look to Figure 4 it is clear that the behavior of the close variable
(and also the rest of the variables) is not a repeated behavior. Therefore, using more than
one neighbor in the prediction process implies increasing the noise associated in the fore-
cast. We think that lower values of k can enhance the performance of FIR methodology
in the application at hand.

Figures 5(a) and 5(b) show the predictions obtained by the different methodologies
in one fold of the cross-validation for two of the indices and their determination coeffi-
cient, which is defined by equation 8,

R2(i, j) =

[
C(i, j)√

C(i, i) ·C( j, j)

]2

(8)

where C is the covariance, i and j the time series.

4. Conclusions and future work

Stock price prediction is one of the most challenging problems due to the fact that the
series are inherently noisy and non-stationary. In this study we have investigated the
performance of different models to forecast the close price stock movement. We have
tested both quantitative and qualitative techniques. As quantitative tecniques, we have
used both non-linear and linear TDFN, ARIMA and their combination TDFN ARIMA
and FIR as qualitative approach. To assess their goodness we have compared them with
the random walk technique.

Summarizing, the best perfomance was obtained by a linear TDFN though its accu-
racy was only slightly better than ARIMA and RW. Then, we can not conclude at this
time that advanced prediction techniques (and, in particular, non-linear techniques) can
overcome the performance of the very simple random walk technique for these time se-



(a) BSE100

(b) BSEIT

Figure 5. Predictions and determination coefficient for the BSE100 and BSEIT indices (on the test set of the
cross-validation first fold )

ries. In our opinion, the problem does not lie on the prediction techniques, but in the
intrinsic difficulty of the stock market time-series prediction task, mainly because much
relevant information that actually affects the signal behavior is missing or not easily
available. However, we expect to improve the performance taking into account new vari-
ables as well as to provide confidence levels for the predictions.

The future research will be focused on the following points:

1. To test other advanced and hybrid techniques: recurrent neural networks, support
vector machines, genetic algorithms, neuro-fuzzy systems, etc.

2. To introduce dependent variables: a) macroeconomics variables: GDP, unem-
ployed ratio,etc; b) advanced technical indicators: MACD, MM, RSI, etc; c) cor-
related indices, daily volume or financial ratios like earnings per share, price-
earnings, etc.

3. To study other sample frequencies: minutes, weekly, monthly, etc.
4. To analyse the importance of the trend and the volatility, and to specialize different

TDFN for predicting each component



In addition, the study should be extended to predict another kind of financial time
series like interest rate, derivative (option and future) and foreign exchange prices, with
the final goal of obtaining a useful and powerful tool in financial issues like risk man-
agement, asset allocation and automatic trading systems.
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[23] Nebot, A., Mugica, F., Cellier, F., Vallverdú, M., 2003. Modeling and Simulation of the Central Nervous

System Control with Generic Fuzzy Models. Simulation 79(11), 648–669.
[24] Cellier, F.E., Nebot, A., Mugica, F., De Albornoz, A., 1995. Combined qualitative/quantative simulation

models of continuous-time processes using fuzzy inductive reasoning techniques. International Journal
of General Systems 24(1–2), 95–116.


