We present a method to segment dynamic objects on point clouds using images and 3D laser data. Per-pixel background classes are adapted online as Gaussian Mixtures independently for each sensor. The learned classes are fused labeling pixels/voxels that belong to either the background, or the dynamic objects. We pay special attention in the calibration and synchronization modules to reach accuracy in registration and data association. We show results of people segmentation in indoor scenes using a Velodyne sensor at a high frame-rate.

We address the problem of eliminating moving bodies from high acquisition rate 3D range scans using image data. This work is an extension of the work presented in [1].

Range points are classified according to temporally consistent corresponding images. Per-pixel class distributions are learned on-line as Gaussian Mixture [2].

We use a fusion approach for range and intensity images inspired by the adaptive Mixture of Local Experts (MLE) architecture [4].

Sensor calibration

We perform laser-camera extrinsic calibration selecting image and 3D points on the point cloud and computing the camera pose estimation using Lu's method [3] from these correspondences.

Sensor synchronization

Synchronization method named Approximate Time Policy algorithm in ROS is used. The method compares the timestamps between consecutive point clouds and that of the images to align the two data streams. Timestamp between consecutive point clouds is \( t_{\text{cloud}} \), and for the images \( t_{\text{frame}} \) then compare and set to lie within a reasonable threshold \( T_s = 1/10 \) that is in milliseconds then we have the following:

\[
| t_{\text{cloud}} - t_{\text{frame}} | < T_s
\]

Segmenation of moving objects

The probability of each image pixel to be of the static object class is modeled as a weighted mixture of \( K \) Gaussian distributions [2].

\[
P(x) = \sum_{k=1}^{K} \omega_k \mathcal{N}(x; \mu_k, \Sigma_k)
\]

This mixture is iteratively refined from image data

\[
\begin{align*}
\omega_k(t+1) &= (1 - \alpha)\omega_k(t) + \alpha \rho \\
\mu_k(t+1) &= (1 - \rho)\mu_k(t) + \rho x(p)
\end{align*}
\]

Static class

We choose as the static object class, the first \( S<K \) ordered distributions which add up to a factored weight \( \omega \), where

\[
S = \arg\min_k \left( \sum_{i=1}^{k} \omega_i \geq \omega \right)
\]

Point classification

For each point in the image, its corresponding pixel values for the subset of matching synchronized images is measured and compared to the full set of pixel values for the whole sequence by means of the learned mixture distribution.

A range point is classified as static if all matching pixels in the synchronized image subset are within the learned static class.
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