Comparison of Different Repetitive Control Architectures: Synthesis and Comparison. Application to VSI Converters
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Abstract: Repetitive control is one of the most used control approaches to deal with periodic references/disturbances. It owes its properties to the inclusion of an internal model in the controller that corresponds to a periodic signal generator. However, there exist many different ways to include this internal model. This work presents a description of the different schemes by means of which repetitive control can be implemented. A complete analytic analysis and comparison is performed together with controller synthesis guidance. The voltage source inverter controller experimental results are included to illustrative conceptual developments.
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1. Introduction

Repetitive Control (RC) [1–5] is founded on the well-known Internal Model Principle (IMP) [6,7], which establishes that to track/reject a reference/disturbance with null steady-state error the reference/disturbance generator must be included in the control loop. RC focuses on the case of periodic references/disturbances [8] and has been used in many different applications like power electronics [8] or mechatronic systems [9], among others.

Periodical signals generators are usually very high order marginally-stable dynamic systems. Although conventional stabilizing techniques could be used, the achieved controllers would be very high order. This implies huge computational resources and fragility problems, which make the implementation difficult. In order to overcome these problems, specific architectures and anti-windup techniques [10–12] have been developed to profit from RC’s nice steady-state properties while using low computational resources and reducing fragility problems.

These specific architectures have used the z-transform formalism [13,14] and the state-space [15–17] one. Although the state-space formalism offers a more generic and elegant formalism, this work will focus on summarizing the z-transform-based architectures, which offer a more compact and close to real practice framework.

With the appearance and improvement of the new sources of renewable energy, the design of new typologies and control systems for Voltage Source Inverters (VSI) [18,19] has taken on great relevance in recent times. RC is one of the control techniques that has been extensively used to control VSI. In this work, the described RC architectures will be applied to the VSI control, and the complete design and experimental results will be included in the paper.

The current work is organized as follows: Section 2 contains an introduction to the internal models and architectures used in repetitive control systems; in Section 3, the design of RC for a VSI will be
developed and experimentally validated; finally, in Section 4, some final summarizing comments and discussions are included.

2. Repetitive Control Basics and Architectures

This section describes repetitive control’s most relevant concepts and architectures. Section 2.1 describes the generator for the most popular periodical signals; Section 2.2 describes the series architecture, which is the simplest way to implement a repetitive controller; in Section 2.3, the plug-in structure, which was the first proposed architecture, will be described; in Section 2.4; a disturbance observer approach will be discussed; in Section 2.5, the Youla parametrization will be presented; and finally, Section 2.6 will describe an $H_{\infty}$ optimization approach.

2.1. Periodical Signal Generator

The periodical signal generator, i.e., the internal model, is the most relevant element in an RC system, and it is composed of a dynamic system that can generate the desired periodic signal. Figure 1 contains a generic block scheme, composed of a positive feedback system, which allows constructing the most relevant periodical signal generators used in RC.

\[
I(z) = \frac{U_r(z)}{E(z)} = \frac{\sigma H(z)W(z)}{1 - \sigma H(z)W(z)},
\]

where $\sigma = \{-1, 1\}$, $W(z)$ is the time delay function, and $H(z)$ is a FIR low-pass filter introduced to improve the system robustness. As an example, for $\sigma = 1$, $W(z) = z^{-N}$ and $H(z) = 1$, an N-periodic generator, $I(z) = \frac{1}{z^{N-T}}$, is obtained. And for $\sigma = -1$, $W(z) = z^{-\frac{N}{2}}$, and $H(z) = 1$, the odd-harmonic generator [20] is obtained $I(z) = \frac{1}{z^{\frac{N}{2}} + 1}$. By selecting $\sigma$ and $W(z)$ appropriately, different harmonic patterns can be selected. Table 1 contains different values for $W(z)$ and $\sigma$ and its related signal generators. The table also contains High Order Repetitive Control (HORC) generators, which can be used to improve the robustness against signal frequency variations [21,22].

![Figure 1. Generic periodical signal generator.](image)

<table>
<thead>
<tr>
<th>Harmonics</th>
<th>RC</th>
<th>HORC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full</td>
<td>$I(z) = \frac{H(z)}{z^{-N}H(z)}$</td>
<td>$I(z) = \frac{W(z)H(z)}{1 - W(z)H(z)}$</td>
</tr>
<tr>
<td></td>
<td>$W(z) = z^{-N}, \sigma = 1$</td>
<td>$W(z) = 1 - (1 - z^{-N})^M, \sigma = 1$</td>
</tr>
<tr>
<td>Odd</td>
<td>$I(z) = \frac{-H(z)}{z^{-\frac{N}{2}} + H(\sigma)}$</td>
<td>$I(z) = \frac{-W(z)H(z)}{1 + W(z)H(z)}$</td>
</tr>
<tr>
<td></td>
<td>$W(z) = z^{-\frac{N}{2}}, \sigma = -1$</td>
<td>$W(z) = -1 + (1 + z^{-\frac{N}{2}})^M, \sigma = -1$</td>
</tr>
<tr>
<td>6l $\pm 1$ [23]</td>
<td>$I(z) = \frac{W(z)H(z)}{1 + W(z)H(z)}$</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>$W(z) = z^{-\frac{N}{2}} - z^{-\frac{N}{2}}, \sigma = -1$</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 1. Periodical signal generators used in Repetitive Control (RC). HORC, High Order RC.
When \( H(z) = 1 \), the achieved generators, \( I(z) \), introduce infinite gain at the selected harmonics (full, odd, etc.). This high gain at high frequencies might be a problem in the presence of uncertainty. To reduce this gain, a FIR low-pass filter, \( H(z) \), is usually used. A null-phase low-pass filter is commonly used [20, 24]. The null-phase characteristic avoids the frequency shift of the internal model poles.

When \( I(z) = \frac{N(z)}{D(z)} \) is included in a closed-loop control system, the sensitivity function, \( S(z) = \frac{E(z)}{R(z)} \), will include the polynomial \( D_I(z) \) in its numerator. In this way, poles of \( I(z) \) become zeros of \( S(z) \), i.e., the frequencies corresponding to the poles of \( I(z) \) will not appear in the error signal in the steady-state.

2.2. Series Approach

In general, an open-loop system composed by a series connection of the generator, \( I(z) \), and the plant, \( G(z) \), would produce an unstable closed-loop system. Due to this, it is necessary to use a stabilizing controller, \( G_c(z) \). The most straightforward manner to do this is putting \( G_c(z) \) in series connection jointly with the generator, \( I(z) \), and the plant, \( G(z) \), as shown in Figure 2. Consequently, the controller becomes:

\[
C(z) = \frac{U(z)}{E(z)} = I(z)G_c(z).
\] (2)

With this controller and the structure shown Figure 2, the complementary sensitivity and sensitivity functions are:

\[
T(z) = \frac{Y(z)}{R(z)} = \frac{I(z)G_c(z)G(z)}{1 + I(z)G_c(z)G(z)}, \quad (3)
\]

\[
S(z) = \frac{E(z)}{R(z)} = \frac{1}{1 + I(z)G_c(z)G(z)}. \quad (4)
\]

![Figure 2. Repetitive controller: series architecture block scheme.](image)

Obtaining the appropriate \( G_c(z) \) might be a challenging problem in general. For minimum-phase plants, \( G_c(z) \), a methodology that offers nice results is:

\[
G_c(z) = \frac{k_r}{G(z)}. \quad (5)
\]

Under this hypothesis, the closed-loop transfer functions become:

\[
T(z) = \frac{k_r\sigma W(z)H(z)}{1 + (k_r - 1)\sigma W(z)H(z)}, \quad (6)
\]

\[
S(z) = \frac{1 - \sigma W(z)H(z)}{1 + (k_r - 1)\sigma W(z)H(z)}. \quad (7)
\]

As expected, \( S(z) \) has in the numerator the denominator of \( I(z) \).

In the case of non-minimum-phase plants, this approach cannot be directly applied; instead, the phase cancellation methodology can be used to select \( G_c(z) \) [25, 26].
In the case of plants described by a nominal model plus multiplicative uncertainty: 
\[ G(z) = G_n(1 + W_m^u(z)\Delta(z)) \] [27], it is possible to determine a robust stability condition, which takes the following form:
\[ \left\| \frac{k_r\sigma W(z)H(z)}{1 + (k_r - 1)\sigma W(z)H(z)} \right\|_\infty < 1. \] (8)

As \( \sigma \) and \( W(z) \) are selected by fixing the desired harmonic pattern, \( H(z) \) and \( k_r \) can be designed so that the robust stability condition is guaranteed. This RC architecture is by far the simplest RC architecture described in the literature.

2.3. Plug-in Approach

The most popular approach in RC is the plug-in architecture (Figure 3). This architecture introduces the generator, \( I(z) \), as a complement to a previously-existing controller \( G_c(z) \). The goal of this internal controller is to guarantee closed-loop stability and robustness to the control system without the generator’s influence. Later, the internal model, \( I(z) \), and the stabilizing controller, \( G_x(z) \), are plugged into the previous closed-loop system, as shown in Figure 3.

![Figure 3. Repetitive controller: plug-in approach.](image)

In this case, the closed-loop transfer function can be constructed in terms of the closed-loop transfer function without the internal model:
\[ S_o(z) = \frac{1}{1 + G_c(z)G(z)} \] (9)
\[ T_o(z) = \frac{G_o(z)G(z)}{1 + G_c(z)G(z)} \] (10)

and a modifying term:
\[ S_{Mod}(z) = \frac{1 - \sigma W(z)H(z)}{1 - \sigma W(z)H(z)(1 - G_x(z)T_o(z))}. \] (11)

Therefore, the closed-loop transfer functions are:
\[ S(z) = \frac{E(z)}{R(z)} = S_o(z)S_{Mod}(z) \] (12)
\[ T(z) = \frac{Y(z)}{R(z)} = \frac{(1 - \sigma W(z)H(z)(1 - G_c(z))) T_o(z)}{1 - \sigma W(z)H(z)(1 - G_x(z)T_o(z))}. \] (13)

For minimum-phase plants (for non-minimum phase plants, a phase cancellation approach is usually used), the most popular form of the stabilizing controller is:
As one of RC’s nice properties is to reject periodic disturbances, it is possible to think of RC as a disturbance plant uncertainties. Electronics composed by the plant model and a filter this section.

2.4. Disturbance Rejection Approach

In recent years, a great effort has been made to propose new disturbance rejection mechanisms. In the case of plants subject to multiplicative uncertainty, the robust stability condition becomes:

\[ G(z) = \frac{k_r}{T_o(z)}. \]  

With this selection, the closed-loop function becomes:

\[
S(z) = \frac{E(z)}{R(z)} = S_o(z) \frac{1 - \sigma W(z) H(z)}{1 + (k_r - 1) \sigma W(z) H(z)} \tag{15}
\]

\[
T(z) = \frac{Y(z)}{R(z)} = \frac{(T_o(z) - \sigma W(z) H(z) (T_o(z) - k_r))}{1 + (k_r - 1) \sigma W(z) H(z)} \tag{16}
\]

The complete control system is:

\[
C(z) = \frac{U(z)}{E(z)} = (1 + I(z) \cdot G(z)) G_c(z) \tag{17}
\]

\[
= \left(1 + \frac{\sigma H(z) W(z)}{1 - \sigma H(z) W(z)} \frac{k_r (1 + G_c(z) G(z))}{G_c(z) G(z)}\right) G_c(z). \tag{18}
\]

The following two conditions guarantee closed-loop stability [8]:

1. \( T_o(z) \) must be stable (\( G_c(z) \) can be designed to fulfill it)
2. \( \|W(z) H(z) (1 - k_r)\|_\infty < 1 \) (\( k_r \) can be selected appropriately)

Even thought these conditions are only sufficient, it has been claimed that they are close to the necessary ones in practice [28].

It is important to emphasize that in (14), the inversion of \( T_o(z) \) is required, while in (5), the inversion of \( G(z) \) is required; as \( T_o(z) \) is a closed-loop system, its uncertainty should be less than that of \( G(z) \). Additionally, it is important to visualize that the sensitivity function in the series approach and the plug-in one is the same, except the \( S_o(z) \) term, which can be appropriately shaped using \( G_c(z) \).

In the case of plants subject to multiplicative uncertainty, the robust stability condition becomes:

\[
\left\|W_o^m(z) \frac{(T_o(z) - \sigma W(z) H(z) (T_o(z) - k_r))}{1 + (k_r - 1) \sigma W(z) H(z)}\right\|_\infty < 1. \tag{19}
\]

This condition is quite similar to the one obtained in the series architecture (Section 2.2), but it contains \( T_o(z) \). This term can be shaped using \( G_c(z) \), so it is simpler to fulfill this constraint than the one obtained in the series approach.

2.4. Disturbance Rejection Approach

In recent years, a great effort has been made to propose new disturbance rejection mechanisms [29]. As one of RC’s nice properties is to reject periodic disturbances, it is possible to think of RC as a disturbance observer; in this framework an RC architecture has been proposed [13]. Its characteristics are analyzed in this section.

Figure 4 shows a disturbance rejection diagram for an \( m \)-relative degree minimum phase plant, \( G(z) \). The control system is composed by a stabilizing controller, \( G_c(z) \), plus a disturbance observer composed by the plant model and a filter \( Q(z) \). The goal of the disturbance observer is to estimate \( D(z) \) so it can be rejected. In this scheme, \( Q(z) \) is usually a low-pass filter in charge of handling plant uncertainties.
The robust stability condition, for systems affected by multiplicative uncertainty, becomes:

\[
\begin{aligned}
&1 - z^{-m}Q(z) \\
&1 + G(z)G_c(z)
\end{aligned}
\]

where \(N_q(z)\) and \(D_q(z)\) are polynomials that must be fixed (this selection requires \(S_o(z)\) to be stable, which can be achieved using \(G_c(z)\)). Finally,

\[
Q(z) = z^m \frac{(1 - \sigma W(z)H(z))N_q(z) - D_q(z)}{D_q(z)}.
\]

Although other possibilities exist, a simple option is choosing \(N_q(z) = 1\) and \(D_q(z) = 1 - \alpha \cdot \sigma \cdot W(z)H(z)\) with \(|\alpha| < 1\), which generates:

\[
Q(z) = z^{-m} - (1 + \alpha) \cdot \sigma W(z)H(z)
\]

In this expression, there is a tuning parameter, \(\alpha\), which can be used to place the closed-loop poles. The robust stability condition, for systems affected by multiplicative uncertainty, becomes:

\[
\left\| W(z) \left( 1 - S_o(z) \frac{1 - \sigma W(z)H(z)}{1 - \alpha \cdot \sigma W(z)H(z)} \right) \right\|_\infty < 1.
\]

The proposed values for \(N_q(z)\) and \(D_q(z)\) are not the unique solution [30,31]. Higher order polynomials can be used for \(N_q(z)\) and \(D_q(z)\), and this will introduce additional degrees of freedom that can be used for design purposes, but will increase the controller complexity.
2.5. Repetitive Control Using the Stabilizing Controllers’ Parametrization

It is well known that all stabilizing controllers for a given plant, \( G(z) \), can be written in terms of the Youla parametrization \([27]\) shown in Figure 5. In this case, the sensitivity and complementary sensitivity functions are:

\[
S(z) = \frac{E(z)}{R(z)} = 1 - F(z)G(z)
\]

\[
T(z) = \frac{Y(z)}{R(z)} = F(z)G(z)
\]

where \( F(z) \) is a stable system, and the controller is defined as \( C(z) = \frac{U(z)}{E(z)} = \frac{F(z)}{1-F(z)G(z)} \).

In the case of minimum-phase plants, it is possible to select \( F(z) = F_0(z)G^{-1}(z) \), so the closed-loop functions become:

\[
S(z) = \frac{E(z)}{R(z)} = 1 - F'(z), \quad T(z) = \frac{Y(z)}{R(z)} = F'(z).
\]

In order to impose that the controller behaves as an RC, it is necessary to impose the appropriate shape for \( F'(z) \). It is necessary that:

\[
S(z) = \frac{E(z)}{R(z)} = 1 - F'(z) = (1 - \alpha W(z)H(z)) \frac{N_s(z)}{D_s(z)}
\]

with \( N_s(z) \) and \( D_s(z) \) arbitrary elements. Therefore,

\[
F'(z) = \frac{D_s(z) - (1 - \sigma W(z)H(z)) N_s(z)}{D_s(z)}.
\]

A simple solution is \( N_s(z) = 1 \) and \( D_s(z) = 1 - \alpha \cdot \sigma \cdot W(z)H(z) \) with \( |\alpha| < 1 \), which generates:

\[
F'(z) = \frac{(1 - \alpha) \cdot \sigma \cdot W(z)H(z)}{1 - \alpha \cdot \sigma \cdot W(z)H(z)}.
\]

This option yields the following closed-loop transfer functions:

\[
T(z) = \frac{Y(z)}{R(z)} = \frac{(1 - \alpha) \cdot \sigma \cdot W(z)H(z)}{1 - \alpha \cdot \sigma \cdot W(z)H(z)}
\]

\[
S(s) = \frac{E(z)}{R(z)} = \frac{1 - \sigma \cdot W(z)H(z)}{1 - \alpha \cdot \sigma \cdot W(z)H(z)}.
\]
which can be considered a generalized version of the series approach (Section 2.2).

Finally, the robust stability condition for plants with multiplicative uncertainty is:

$$\left\|W_u(z) \frac{(1 - \alpha) \cdot \sigma \cdot W(z) H(z)}{1 - \alpha \cdot \sigma \cdot W(z) H(z)}\right\|_{\infty} < 1.$$  (33)

Clearly, this approach can generate a more complex closed-loop transfer function; in particular, the closed-loop poles could be arbitrarily placed by choosing and appropriate value for \( D_s(z) \). Alternatively, these degrees of freedom could be used to optimize any criteria such as robustness. This increment in controller complexity would increase the computational resources required to implement the controller.

### 2.6. \( H_\infty \) Scheme

Previous approaches provided an analytic solution to the RC design by setting some of its parameters. A complementary strategy, which has been proposed in the literature [32,33], is to setup the controller by means of an \( H_\infty \) optimal design.

Usually, the series architecture, introduced in Section 2.2, is taken as the implementation scheme, as shown in Figure 6. This design procedure allows us to take into account the plant uncertainty during the design procedure (in previous approaches, robustness could be tested once the controller was designed, using the robustness conditions). Consequently, the plant is described as a nominal plant, \( G_n(z) \), and multiplicative weighting function, i.e., \( G(z) = G_n(z) (1 + W^m(z) \Delta(z)) \), with \( \|\Delta(z)\|_{\infty} < 1 \).

![Figure 6. RC: series approach \( H_\infty \) design scheme.](image)

In order to use \( H_\infty \) design techniques, the problem needs to be appropriately formulated [27]. This means building an augmented plant, which also contains specification and uncertainty functions. The obtained controller has the order of this augmented plant. Including the RC internal model in the augmented plant would imply obtaining a very high order controller. Due to this, since the first work designed RC in the \( H_\infty \) framework [34], the delay function, \( W(z) \), included in the internal model has been taken out from the augmented plant.

The proposed augmented plant is shown in Figure 7, and the equations that describe it are the following:

\[
\begin{bmatrix}
Y_1(z) \\
Y_2(z) \\
Y_3(z)
\end{bmatrix} = P(z)
\begin{bmatrix}
U_1(z) \\
U_2(z) \\
U_3(z)
\end{bmatrix}
\]  (34)

where:

\[
P(z) = \begin{bmatrix}
0 & 0 & W^m(z) \\
-H(z) & H(z) & -H(z) \\
0 & 0 & -\frac{H(z)}{2^n} G_n(z)
\end{bmatrix}.
\]  (35)

with \( \xi \) being a design parameter used to add flexibility during the design [35]. Note that when building \( P(z) \), \( H(z) \) is made causal by including a number of delays equal to its relative degree, \( h \); in the implementation, these delays are taken from the ones in \( W(z) \).

The \( H_\infty \)-based design objective is to find a stabilizing controller \( K(z) \) that minimizes the \( H_\infty \) norm of system \( M(z) = F_l(P(z), K(z)) \) (\( F_l(P(z), K(z)) \) denotes the lower LFT (Linear Fractional}
Transformation) of $P(z)$ with respect to $K(z)$. In the case the transfer function from $[U_1(z), U_2(z)]^T$ to $[Y_1(z), Y_2(z)]^T$, i.e., $M(z)$, fulfills $\|M(z)\|_\infty < 1$, robust stability will be guaranteed when $W(z)$ and $\Delta(z)$ are included in the diagram [32,33].

![Figure 7. $H_\infty$ design scheme.](image)

3. Repetitive Control Design for the Voltage Source Inverter

In this section, previously-introduced RC architectures will be used to design a control system for a VSI; which transforms a DC voltage source, $v_{dc}$, into an AC voltage source, $v_o$. The experimental setup is based on the system depicted in Figure 8. VSIs have become very popular in renewable energy systems, which are usually DC voltage sources [35], and Uninterruptible Power Supplies (UPS) [36].

VSIs are composed by a switching devices, i.e., IGBT, connected to the DC voltage source, $v_{dc}$, and governed by a Pulse Width Modulation (PWM) signal, with a given duty cycle, $d$; and a filter, an LC one in our case, whose main role is to low-pass filter the output of the switching devices. The main objective is generating a sinusoidal output voltage, $v_o$, with the desired amplitude and frequency ($v_{ref}$) [37]. In this work, $v_{ref}$ will be the sinusoidal voltage of frequency $f = 50$ Hz and amplitude 40 V.

Usually, this output voltage, $v_o$, is used to feed different loads. These loads interfere with the filter dynamics; additionally, nonlinear loads introduce harmonics [35]. Rejecting the effect of these loads is a challenging control problem. RC is a control technique that can appropriately deal with this problem. A way of measuring the system performance is through the Total Harmonic Distortion (THD).

Figure 9 shows the experimental setup that will be used to validate the RC behavior. It is based on a Semikron configurable power stage, which has been used to reproduce the configuration shown in Figure 8.
Figure 8. Voltage source inverter schematic diagram.

Figure 9. Laboratory view of the voltage source inverter used to perform the experiments.
The averaged behavior of the VSI, shown in Figure 8, can be described by the following equations in the Laplace domain:

\[ V_o(s) = G_p(s)V_f(s) - G_d(s)I_o(s), \]

with:

\[ G_p(s) = \frac{R_C}{L_fC R_C s^2 + (C R_f R_C + L_f)s + (R_f + R_C)}, \]

and:

\[ G_d(s) = \frac{L_f s + R_f}{L_fC R_C s^2 + (C R_f R_C + L_f)s + (R_f + R_C)}, \]

where \( G_p(s) \) is the plant transfer function; \( G_d(s)I_o(s) \) is the disturbance signal caused by the load; \( V_f(s) = (2d - 1)V_{dc} \) is the control action where \( d \in [0, 1] \) is the PWM duty cycle and \( V_{dc} \) is the DC voltage. The LC filter is composed of the inductance \( L_f \) and capacitor \( C \), and the series parasitic resistance of the inductance is \( R_f \), while the parallel parasitic resistance of the capacitor is \( R_C \). It is also useful to remark that \( G_d(s) \) is actually the inverter output impedance.

In the VSI used in this work, the following values for the parameters have been used: \( L_f = 900 \mu \text{H}, C = 40 \mu \text{F}, R_f = 1.5 \Omega \), and \( R_C = 8200 \Omega \). The PWM signals have a switching frequency of 15 kHz, and their duty cycle is updated each sampling time \( T_s = 0.0001 \text{s} \) is used.

As the signal to be tracked has a period of \( T_p = \frac{1}{f} = 0.02 \text{s} \) and the sampling time has been selected as \( T_s = 0.0001 \text{s} \), the discrete-time period becomes \( N = T_p/T_s = 200 \).

In order to analyze the load impedance effect over the closed-loop system, it will be modeled as a dynamic uncertainty. The relationship between the output current, \( i_o \) and the output voltage \( v_o \) is given by: \( i_o(s) = \frac{V_o(s)}{Z(s)} \), with \( Z(s) \) being the load impedance. In this work, the load is modeled as an inductance and a resistor in series; under this assumption, the impedance can be computed as:

\[ Z(s) = sL_L + R_L. \]

Therefore, for the complete system, converter low-pass filter plus the load impedance, the dynamic behavior can be modeled as:

\[ G(s) = \frac{G_p(s)}{1 + \frac{G_d(s)}{Z(s)}}, \]

which can be rewritten as:

\[ G(s) = G_p(s) \left( 1 - \frac{G_d(s)}{Z(s) + G_d(s)} \right). \]

As the load is assumed uncertain, this plant is modeled as a nominal plant, defined by \( G_p(s) \) and a multiplicative uncertainty:

\[ G(s) = G_p(1 + W_u^m(s)\Delta(s)). \]

where \( |W_u^m(j\omega)| \) corresponds to a bound on the maximum value of \[ \frac{G_d(j\omega)}{Z(j\omega) + G_d(j\omega)} \] at each frequency.

In this work, it is assumed that \( R_L \in [10 \ 100] \Omega \) and \( L_L \in [10 \ 10000] \mu \text{H} \). Figure 10 shows the frequency response of \[ \left| \frac{G_d(j\omega)}{Z(j\omega) + G_d(j\omega)} \right| \] for a number of possible loads. The figure shows also the frequency response of \( |W_u^m(j\omega)| \), for:

\[ W_u^m(z) = \frac{0.1269z^2 - 0.1219z - 0.001209}{z^3 - 1.442z^2 + 0.868z}. \]

This transfer function, corresponding to an uncertainty bound, has been numerically obtained using the MATLAB Robust Toolbox.
Figure 10. Magnitude Bode diagram of \( W_u = \frac{G_d(s)}{Z(s)+G_d(s)} \) for different load values: \( R_L \in [10 \ 100] \ \Omega \) and \( L_L \in [10 \ 10000] \ \mu \text{H} \), \( W_u(s) \), and the frequency response of the bounding function \( W^m_m(s) \).

Based on (41), different RC will be designed. An element present in all these architectures is the low-pass filter \( H(z) \). This element’s most relevant goal is to introduce robustness in the high-frequency range. In this work, the following filter has been used:

\[
H(z) = \frac{0.25z^2 + 0.5z + 0.25}{z},
\]

it has a null-phase, a gain close to one in the low- and medium-frequency range and an important attenuation in the high-frequency range. This is consistent with the uncertainty assumed in the load (Figure 10).

The series and plug-in structures, introduced in Sections 2.2 and 2.3, respectively, have in \( k_r \) a design parameter that is related to the closed-loop poles’ location. In this manner, these poles are approximately the solution of \( z^N = 1 - k_r \). As a consequence, their location is distributed along a circle with the radius defined by \( |1 - k_r| \). This fact, in turn, defines the settling time in the closed-loop response [38,39]. Furthermore, a balance between robustness and settling time can be made through the selection of \( k_r \). As a result, a value of \( k_r = 0.7 \) is found to be suitable for the experiments.

Similar to parameter \( k_r \), the disturbance rejection and Youla parametrization schemes (Sections 2.4 and 2.5 respectively) use the parameter \( a \). Thus, \( a \) is also related to the closed-loop poles. In fact, these parameters are related in a straightforward fashion by means of the equation \( a = 1 - k_r \). The consequence is that, for all these architectures, we can achieve the same pole location using the appropriate value of \( a \). To be consistent with the value of \( k_r \) previously selected, \( a = 0.3 \) is set.

An internal controller is used in the plug-in (Section 2.3) and disturbance rejection schemes (Section 2.4). This controller is designed to obtain good enough low-frequency response and robustness. A proportional compensator has been selected in order to provide a simple way to compare these controllers:

\[
G_c(z) = 0.002.
\]

The design of the \( H_{\infty} \) controller, introduced in Section 2.6, is made using \( H(z) \) as described in (43) with \( h = 1 \) for the construction of \( P(z) \). The design also uses the previously-defined weighting function \( W^m_m(z) \) and \( \xi = 100 \). The MATLAB algorithm \textit{hinfsyn} is employed to obtain the controller.

The frequency plot of the sensitivity function is shown in Figure 11 for the series, plug-in, disturbances observer, and Youla schemes. It can be observed that the frequency responses are practically the same and all systems will provide good harmonic rejection. The effect of the filter \( H(z) \)
can be seen as the attenuation of the harmonics at higher frequencies being decreased. In addition, the sensitivity function does not reach 6 dB, which is a good indicator of robustness.

Figure 12 shows the sensitivity function comparison for the $H_\infty$ and the series designs. As can be seen, at lower frequencies, the response is very similar, whilst the robust design achieves a smaller frequency response at higher frequencies, which is desirable to obtain a more robust controller.

The experimental closed-loop transient response is shown in Figure 13. For this experiment, a 50 Hz sinusoidal reference with 40 V of amplitude is introduced at $t = 10$ s. It can be seen that all controllers have almost the same transient response, except for the robust design, which is slightly faster. This small difference is a consequence of the equivalence of the obtained robust controller and a series design with $k_r = 0.749$, as will be shown later.

The robustness against load uncertainty is analyzed using the multiplicative uncertainty $W_m(z)$ as a model of the system variations. The condition for robust stability is $\|W_m(z)T(z)\|_\infty < 1$, which frequency by frequency can be analyzed as:

$$|W_m(e^{j\omega T_s})| < \frac{1}{|T(e^{j\omega T_s})|}. \quad (45)$$

The magnitude Bode plot of the function $T(z)^{-1}$ is shown in Figure 14. It can be observed that the plot remains over 0 dB for the entire frequency interval, and especially at high frequencies. As a result, all controllers can deal with a change of 100% in the plant system at each frequency, which means that a good robustness characteristic has been obtained. Furthermore, as depicted in Figure 10, the gain of $W_m(s)$ is always lower than 0 dB for the selected load variation. This fact together with the previous analysis of Figure 14 demonstrate that all RC structures achieve good robust stability features.

On the other hand, the $H_\infty$ controller accomplishes the robust stability condition with $\|W(z)T(z)\|_\infty = 0.628$. This means that the system achieves robust stability for the selected load variations. The bode plot of the obtained controller $K(z)$ and $k_r / G_p(z)$, with $k_r = 0.749$, is shown in Figure 15.
Finally, with the $H_{\infty}$ design, the resulting controller achieves the robust stability condition with $\|W_u(z)T(z)\|_{\infty} = 0.628$, which accomplishes the design criteria for the given load variations. Figure 15, shows the frequency response of $K(z)$ and $k_r/G_p(z)$, with $k_r = 0.749$. It can be seen that the frequency response of $K(z)$ is very similar to the plant inverse for a large interval of frequencies. As reported in [40], it can be conjectured that the classical design of RC is close to an optimal one regarding robustness. Therefore, the $H_{\infty}$ design has very similar performance and robustness compared to the other presented RC configurations.

Finally, Figure 16 shows the experimental steady-state performance of the inverter for all the described architectures. In this experiment, a non-linear load is connected to the inverter and a non-sinusoidal current signal is produced, which introduces a disturbance with important harmonic content. The non-linear load consists of a full-bridge diode rectifier with a 470 $\mu$F capacitor on the DC side and a 9 $\Omega$ resistive load. Figure 16 depicts the effect of this disturbance in the voltage signal of the inverter measured through the Total Harmonic Distortion (THD). As can be seen, all strategies
obtained very similar THD of around 1%. Furthermore, this figure shows the load current harmonic content, load power consumption, and detailed voltage and current waveforms. These additional data confirm that the obtained steady-state performance is very similar for all the strategies.

Figure 14. Bode magnitude diagram of $1/T(z)$ for all four approaches.

Figure 15. Frequency response of $K(z)$ obtained with the $H_{\infty}$ design scheme.
Figure 16. Experimental results for the nonlinear load. From top to bottom: series, plug-in, disturbance rejection, Youla, and robust designs. From left to right: voltage and load current wave forms, voltage harmonics, current harmonics, and power.

4. Conclusions

This work has reviewed, compared, and classified the most relevant $z$-transform-based architectures described in the literature to implement repetitive controllers. Concrete closed-loop expressions have been introduced, using a homogeneous notation, for the most relevant closed-loop transfer functions and robust stability conditions for generic discrete time minimum-phase plants. The equivalence between all architectures has been established under appropriate parameter selection. All these architectures have been used to design a VSI control system, and experimental and simulation results have been shown in the paper.

Based on the developments and experimental results, all architectures achieved similar steady-state behavior. This steady-state behavior depends only on the generator. As all the architectures
include the same generator, it is logical that all offer the same steady-state error. All architectures use the FIR low-pass filter to improve the closed-loop robustness. It must be designed using a trade-off between the desired performance and the reached robustness, i.e., the filter reduces the gain at harmonic frequencies, so steady-state error is increased. This filter affects all the architectures equally; therefore, there is no difference between them in this regard.

The plug-in and disturbance observer architectures use an internal controller, $G_c$, which can be used to improve the transient behavior and robustness of the closed-loop system. Unfortunately, this element introduces additional complexity in the design, and there are no clear criteria for the design; so, in general, most people tend to use a proportional controller. On the contrary, the series approach offers a very straightforward design with less degrees of freedom.

The Youla parametrization approach offers a very generic methodology allowing us to include new specifications. Unfortunately, this architecture is not used much in practice due to the important increase in the required computational burden (the controller is more complex). Developing methodologies that allow profiting from this flexibility while preserving a limited computational burden is a challenge, which is being addressed by several researchers.

Finally, robust and optimal designs based on tools like the $H_{\infty}$ approach provide another option for tuning RC controllers. This approach is the only one that allows taking into account the uncertainty during the controller design; in the other approaches, only robustness testing is feasible; consequently, if uncertainty is very relevant in the system, this would be the best option. Some relevant aspects, such as avoiding the high order delay of the internal model, should be taken into account to obtain a suitable design. Although using this approach provides an advanced design methodology and achieves optimal performance, according to our experience, the improvement is not much in practice. An open topic in this approach is the simultaneous co-design of the controller and the low-pass filter, the main objective of which is dealing with uncertainty. Current approaches fix the low-pass filter a priori and design the controller later. A co-design would, for sure, provide better results.

From our point of view, the plug-in architecture is, in general, the most convenient one. It offers nice results with quite a straightforward algorithm. In some systems, the disturbance estimation can be used for online analysis of fault detection. In those cases, the disturbance rejection methodology might be of more interest. Finally, in a system subject to an important uncertainty, the $H_{\infty}$ approach would be the most relevant one.
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