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Abstract—The aim of this paper is to provide a robust observer design using a Linear Matrix Inequality (LMI) technique along with the analysis and comparison of the interval observer and set-membership approaches within the state estimation framework. The propagation of the uncertainty is taken into account considering a zonotopic-set representation. Both approaches are compared and related using Linear Quadratic Regulator (LQR). Finally, a simulation example based on a three-tank system is employed to both illustrate and discuss the effectiveness of the proposed approach.

I. INTRODUCTION

Model-based approaches are nowadays a well-established approach that is becoming increasingly important in the field of automatic control [1]. Those approaches rely on the use of a mathematical model describing the system behavior [2]. However, due to the effect of model uncertainty, unknown disturbances and noises, the mismatch between the actual and estimated process behaviours is non-negligible even if there are no process faults [3]. Thus, dealing with the uncertainties is an important issue, and plays a key role in model-based approaches [4], [5].

Moreover, the state estimation problem is an important topic in control theory since knowing the state of a system might be crucial for implementing many control and fault diagnosis methods. Based on the literature, there are several approaches for estimating the system states (and outputs) depending on the way that uncertainties are modeled. In recent years, several methods have been developed and introduced to explicitly consider such uncertainties in the models [6]. See [7], [8] and [9] for more information related to different available ways for modeling the effect of uncertainties in model-based approaches. In particular, there exist two different paradigms for considering the uncertainty in the model. In the stochastic approaches, uncertainties are represented using random variables, while in the deterministic approaches, uncertainties are assumed unknown but bounded by means of different type of sets, e.g., interval boxes, polytopes, ellipsoids and zonotopes [6], [8], [3]. According to [10], polytopes provide tighter enclosures than interval boxes. However, the main drawback of using general polytopes is related to the complexity of vertices enumeration with respect to the space dimension. But, using zonotopes, basic set operations can be reduced to simple matrix calculations, fact that has recently motivated the use of zonotopes for modeling the effect of uncertainties [11]. Within the family of deterministic approaches, interval observer approach (IOA) and set-membership approach (SMA) have been introduced, separately. The state estimation provided by both approaches is given in a form of a set of states at each time instant [12], [13]. IOA allows to estimate the state set one time instant ahead based on the set estimated in the previous time instant [14]. On the other hand, the SMA-based state estimation is an alternative approach for estimating the state of the system including the measured output and bounded noises. SMA allows to estimate the state set by means of the intersection between the predicted state set in the previous time instant with the strip obtained by using the measurement [4].

The main contribution of this paper is to establish the mathematical comparison of IOA and SMA into the Linear Matrix Inequality (LMI) framework establishing the condition that both approaches can obtain the identical results. With this aim, the zonotopic representation of a set is considered for propagating the effect of uncertainties due to its simple matrix calculation in comparison with the huge number of vertices of the equivalent polytopes. Finally, a well-known benchmark based on the three-tank system is used as a case study for illustrating the results presented in the paper.

The structure of the paper is the following: The problem formulation is presented in Section II. The state estimation principle for each approach is discussed in Section III. The way to relate the IOA and SMA is discussed in Section IV. In Section V, a three-tank system is used to illustrate the results obtained in the paper. Finally, conclusions are drawn in Section VI.

Notation

Throughout this paper, \( \mathbb{R}^n \) denotes the set of \( n \)-dimensional real numbers and \( \oplus \) denotes the Minkowski sum. The matrices are written using capital letter, e.g., \( A \) and the calligraphic notation is used for denoting sets, e.g., \( \mathcal{X} \).

II. PROBLEM FORMULATION

A. Problem set-up

The class of systems considered in this paper is that of a discrete-time invariant linear uncertain system with the following state-space form:

\[
x_{k+1} = Ax_k + Bu_k + E_\omega \omega_k, \quad (1a)
\]

\[
y_k = Cx_k + E_v v_k, \quad (1b)
\]
where \( u \in \mathbb{R}^{n_u} \), \( y \in \mathbb{R}^{n_y} \) and \( x \in \mathbb{R}^{n_x} \) are the input, the output and the state vectors, respectively. Moreover, \( A \in \mathbb{R}^{n_x \times n_x} \), \( B \in \mathbb{R}^{n_x \times n_u} \) and \( C \in \mathbb{R}^{n_y \times n_x} \) are the state-space matrices. Both state disturbance and process noise vectors are defined by \( \omega \in \mathbb{R}^{n\omega} \) and \( v \in \mathbb{R}^{n_v} \), respectively. Moreover, \( E_{\omega} \) and \( E_{v} \) are the distribution matrices with appropriate dimensions and \( k \in \mathbb{N} \) denotes the discrete time.

Moreover, the measurement noise and process disturbances are assumed to be unknown but bounded, i.e.,

\[
\mathcal{W} = \{ \omega_k \in \mathbb{R}^{n\omega} : |\omega_k - c_\omega| \leq \bar{\omega}, c_\omega \in \mathbb{R}^{n\omega}, \bar{\omega} \in \mathbb{R}^{n\omega} \},
\]

\[
\mathcal{V} = \{ v_k \in \mathbb{R}^{n_v} : |v_k - c_v| \leq \bar{\omega}, c_v \in \mathbb{R}^{n_v}, \bar{\omega} \in \mathbb{R}^{n_v} \},
\]

where \( c_\omega, \bar{\omega}, c_v \) and \( \bar{\omega} \) are constant vectors. Notice that the inequalities associated to \( |\omega_k - c_\omega| \) and \( |v_k - c_v| \) in (2) are considered component-wise.

Since the paper considers a zonotopic representation of state estimation set, (2) can be rewritten using a zonotopic representation as follows:

\[
\mathcal{W} = \langle c_\omega, R_{\omega} \rangle,
\]

\[
\mathcal{V} = \langle c_v, R_v \rangle,
\]

where \( c_\omega \) and \( c_v \) denote the centers of the disturbance and noise bounding zonotopes, respectively, with their generator matrices \( R_{\omega} \in \mathbb{R}^{n\omega \times n\omega} \) and \( R_v \in \mathbb{R}^{n_v \times n_v} \), respectively.

**Assumption 2.1**: The pair \( \{A, C\} \) of the dynamical model (1) is detectable.

**Assumption 2.2**: Disturbance and noise bounds represented in (3) are assumed to be bounded by the unitary hypercube zonotope centered at the origin, i.e., \( \forall k \geq 0, \omega \in [-1, 1]^{n\omega} = \{0, I_{n\omega}\} \) and \( v \in [-1, 1]^{n_v} = \{0, I_{n_v}\} \) where \( I_{n\omega} \in \mathbb{R}^{n\omega \times n\omega} \) and \( I_{n_v} \in \mathbb{R}^{n_v \times n_v} \) denote the identity matrix.

Henceforth, the index \( k + 1 \) will be replaced by \( + \) and \( k \) will be omitted for the sake of simplified notations. Then, the dynamical model (1) is rewritten as

\[
x_{k+1} = Ax_k + Bu_k + \omega_k \omega, \quad (4a)
\]

\[
y = Cx_k + v_k v. \quad (4b)
\]

Consequently, the index \( k - 1 \) will be replaced by \(- \) when it will be needed throughout the paper.

### III. STATE ESTIMATION PRINCIPLES

#### A. Zonotopic IOA

Monitoring the dynamical model (4) can be done by designing a Luenberger observer of the form

\[
\dot{x} = A \hat{x} + Bu + L(y - \hat{y}),
\]

where \( \hat{x} \in \mathbb{R}^{n_x} \) is the state estimation. Moreover, the observer gain \( L \in \mathbb{R}^{n_x \times n_y} \) should be computed such that \( (A - LC) \) is a Schur matrix (i.e., all eigenvalues with a module less than unity) that guarantees the convergence of the observer.

**Assumption 3.1**: The initial state \( x_0 \) belongs to the set \( \mathcal{X}_{io}^0 = \langle x_{io}, R_{x_{io}} \rangle \), where \( x_{io} \in \mathbb{R}^{n_x} \) denotes the center and \( R_{x_{io}} \in \mathbb{R}^{n_x \times n_x} \) is a non-empty matrix containing the generators matrix of the initial zonotope \( \mathcal{X}_{io}^0 \).

Therefore, according to [15], the resulting interval observation of the dynamical model (4) can be obtained by using Proposition 3.1.

**Proposition 3.1**: Considering the dynamical model (4) and the Luenberger observer structure in (5), the zonotope center and shape matrix of the state-bounding observer, i.e., \( \hat{X}^{io} = \langle c^{io}, R^{io}_{x} \rangle \), can be computed using

\[
c^{io} = c^{io} + L^{io} (y_0 - C c^{io}),
\]

\[
R^{io}_x = [(I - L^{io} C) R^{io}_p - L^{io} E_v],
\]

where

\[
c^{io}_p = Ac^{io}_p + Bu_-, \quad (7a)
\]

\[
R^{io}_p = [AR^{io}_{c} - E_v], \quad (7b)
\]

**Proof**: According to [16], the computation of the state-bounding observer using zonotopes and the Luenberger observer structure in (5) for the dynamical model (4) can be divided into two steps: prediction step and update step. In the prediction step, the estimated set at time instant \( k - 1 \) is used to compute a priori state estimation. Then, this state estimation is updated with the information from the measurement (the obtained estimated set in the update step is called a posteriori estimated set). Therefore, a priori state estimation set \( \mathcal{P}^{io} = \langle c^{io}_p, R^{io}_p \rangle \) is computed using the system matrices \( A \) and \( B \), and the input at the previous time step, i.e., \( u_- \), as in (7). Then, the obtained set can be updated using the observer gain \( L^{io} \) as in (6).

The observer gain \( L^{io} \) provides degrees of freedom to tune the system monitoring with respect to its aim, i.e., with the goal of optimizing the state-bounding observer according to some given criterion. An optimal tuning of the observer gain matrix \( L^{io} \) based on a set-based optimization criterion expressing the desired state estimation performance is addressed next.

#### B. Zonotopic SMA

Alternatively, one possible way for computing the state-bounding zonotope is to make use of the SMA according to [4] and Proposition 3.2.

**Proposition 3.2**: Considering the dynamical model (4), the center \( c^sm \) and the shape matrix \( R^sm_{x} \) of the state-bounding zonotope \( \hat{X}^sm \) corrected by the \( i \)-th output, i.e.,

\[
\hat{X}^sm_{i} = \langle c^sm_{i}, R^sm_{x} \rangle,
\]

can be computed by intersecting the prediction state set \( \mathcal{P}^{sm} = \langle c^p_{sm}, R^p_{x} \rangle \), where \( c^p_{sm} \) and \( R^p_{sm} \) denote the center and shape matrix of the zonotope \( \mathcal{P}^{sm} \), respectively, and the set of states consistent with each output strip \( S_{y_i} \), yielding

\[
c^sm = c^sm + \lambda (y_i - C c^sm), \quad (9a)
\]

\[
R^sm_x = [(I - \lambda C) R^p_{sx} - \lambda E_v], \quad (9b)
\]

with

\[
c^sm_{i} = Ac^sm_{i} + Bu_-, \quad (10a)
\]

\[
R^sm_{i} = [AR^sm_{x} - E_v], \quad (10b)
\]

where \( \lambda \) is a vector that provides degrees of freedom to tune the system monitoring, e.g., optimizing the state-bounding.
zonotope to be as robust as possible with respect to the effect of uncertainties.

Proof: Considering the dynamical model (4), the prediction state set can be computed as a zonotope, i.e.,
\[ P^{sm} = \langle c_p^{sm}, R_p^{sm} \rangle. \] (11)

Furthermore, \( c_p^{sm} \) and \( R_p^{sm} \) can be calculated using (10) at time instant \( k \). Additionally, a strip \( S_y \) is computed by considering each measurement component \( y \) as
\[ S_y = \{ x \in \mathbb{R}^{n_x} : |c_i x - y_i| \leq E_{vi} \}. \] (12)

According to [4], the intersection between the zonotope in (11) and the obtained strip in (12) provides the state estimation using SMA. Therefore, the time evolution of the center and the segments of the state-bounding zonotope (8) are given as it is derived in (9).

Remark 3.1: According to [16], in order to apply the SMA to the multi-output case, i.e., \( n_y > 1 \), the system can be considered as several single-output systems based on the dimension of the outputs \( n_y \). Considering the system as several single-output systems lead to compute vectors \( \lambda_1, \lambda_2, \ldots, \lambda_n \), independently.

An optimal tuning of the parameter \( \lambda \) will be addressed next.

C. Comparative assessment

The state estimation using zonotopic IOA and SMA is introduced in Sections III-A and III-B, respectively. The main goal of this section is to compare both approaches from the state estimation point of view. Just for sake of clarity, the analytical comparison will be focused on the single-measurement case in this section as in [4]. But, according to [16], the generalization of the comparison can be easily extended to the multi-measurement case considering Remark 3.1. It is worth mentioning that there are other manners to formulate the state estimation for the multi-measurement case using SMA based on [16].

So far, comparing (6) with (9), it is still not evident how to relate both state estimation approaches because of the different temporal information of the measured output used for each approach. More precisely, the state estimation using IOA considers information of the output measurements at the previous time instant while state estimation using SMA is obtained by using the information of the measurements at the current time instant. Moreover, another difference that can be observed from the comparison of (6) with (9) is related to the term that provides degrees of freedom to tune the system monitoring. In the case of IOA, the tuning is done by means of the observer gain \( L^{io} \). On the other hand, the same role can be achieved by means of the parameter \( \lambda \) in the case of SMA. Therefore, the relationship of IOA and SMA depends on the satisfaction of the following points: i) Synchronizing the structure of the state estimation approaches such that both use the measured output \( y \) given at the same time instant. ii) Finding the condition to relate the observer gain \( L^{io} \) and parameter \( \lambda \).

In this regard, a discussion of such relationship considering the mentioned points will be the main topic of the next section.

IV. ON THE RELATIONSHIP OF THE ZONOTOPIC IOA AND SMA

A. Output synchronization

As it was mentioned in Section III-C, the first point that should be considered in order to relate IOA and SMA is related to the fact that both state estimation approaches should be synchronized such that both use the measured output \( y \) at the same time instant. In this regard and following [17], the IOA proposed by [14] can be modified leading to a zonotopic current IOA (CIOA) given by
\[ \hat{X}^{cio} = \langle c_p^{cio}, R_p^{cio} \rangle, \] (13)

where \( c_p^{cio} \) and \( R_p^{cio} \) denote the center and the shape matrix of the zonotope (13) bounding the set of estimated states. Following the same idea as Proposition 3.1, by introducing a priori estimated set in prediction step as \( P^{cio} = \langle c_p^{cio}, R_p^{cio} \rangle \), both center and shape matrix of \( \hat{X}^{cio} \) can be propagated as
\[ c_p^{cio} = c_p^{cio} + L^{cio} (y - C c_p^{cio}), \] (14a)
\[ R_p^{cio} = [(I - L^{cio} C) R_p^{cio} - L^{cio} E_y], \] (14b)

with
\[ c_p^{cio} = A c_p^{cio} + B u - \] (15a)
\[ R_p^{cio} = [A R_p^{cio} - E_y]. \] (15b)

As it can be seen from (14), the state estimation set \( \hat{X}^{cio} \) can be performed based on the information of the measurement given at the current time instant. When using CIOA, the similarity of the \( c_p^{io} \) with the \( c_p^{sm} \) and also \( R_p^{io} \) with \( R_p^{sm} \) can be observed by comparing (14) with (9). It can also be noted that, using the same initial condition for both approaches, i.e., \( x_0 \) belongs to the both initial zonotope \( X_0 = \{ \langle c_{sm}, R_{sm} \rangle \} \) and \( X_0^{io} = \{ \langle c_{io}, R_{io} \rangle \} \), and taking into account the formulation of CIOA, the only difference between both approaches is related to the different manners of selecting the observer gain \( L^{cio} \) and the parameter \( \lambda \). Generally speaking, in the case that \( \lambda \) in SMA and \( L^{cio} \) in IOA are identical, the same state-bounding zonotopes will be obtained.

B. Design the observer gain and parameter \( \lambda \)

As it is mentioned before, both \( L^{cio} \) and \( \lambda \) play the same role to tune the system monitoring. Considering the zonotopic-based method, the size of the zonotope is mainly influenced by the uncertainties. When designing either \( L^{cio} \) or \( \lambda \) for state-observation purposes, the main goal will be only reducing the effect of the state estimation uncertainty.

As it was mentioned in Section IV-A, in order to synchronize IOA and SMA to have the same state estimation structure, CIOA can be used. Then, the optimal observer gain for the case of CIOA is obtained by following Theorem 4.1.
Theorem 4.1: (Optimal observer gain) Considering the structure of CIOA in (14) and introducing the tuning parameters $Q = Q^T \geq 0$ and $R = R^T > 0$, if there exist positive scalars $\gamma$, the optimal observer gain $L_{cio}^{\star}$ is computed as

$$L_{cio}^{\star} = T^{-1} W,$$

where $T$ and $W$ are the feasible solutions of the following optimization problem:

$$\min \gamma,$$

subject to the following LMIs:

$$\begin{bmatrix} \gamma I_{nx} & I_{nx}^T \\ I_{nx} & T \end{bmatrix} > 0,$$

$$\begin{bmatrix} TA + A^T T - WC - C^T W^T + \gamma 2\eta & T(Q^T) \\ Q^T T & -I \end{bmatrix} < 0,$$

where $\eta > 0$ is the decay rate.

Proof: According to [14], minimizing the F-radius of a zonotope is equivalent to minimize the trace of its covariance. In this regard, the F-radius of (14) is obtained as

$$J_{cio} = \left\| R_{acz} \right\|^2_F = \text{tr}(R_{acz}^2 R_{acz}^T),$$

where $J_{cio}$ denotes the Frobenius radius of the zonotope matrix $R_{acz}$. According to [18], a possible approach to minimize the obtained criterion (18) is to compute the observer gain $L_{cio}$ that guarantees $J_{cio}$ is lower than some given number $\gamma$. Moreover, introducing the Lyapunov function

$$V(x) = x^T P x,$$

where $P > 0 \in \mathbb{R}^{n_x \times n_x}$, such that the following conditions are satisfied:

$$V(x_0) = x_0^T P x_0 < \gamma,$$

$$V(x^+) - V(x) + J_{cio} < 0.$$

By introducing $T = P^{-1}$, the condition in (20a) can be rewritten as

$$\gamma I_{nx} - T^{-1} > 0.$$

Now, applying the Schur complement, (21) can be reshaped into the LMI form as (17b). Moreover, by recalling $V(x_+) = x_+^T P x_+ + x^T P x_+$ and considering (4) and (5), (20b) can be rewritten as

$$(A - L_{cio}^{\star} C)P + P(A - L_{cio}^{\star} C)^T + Q + L_{cio}^{\star} R(L_{cio}^{\star})^T < 0.$$ (22)

Now, by introducing the decay term rate $\eta$ in order to ensure the fast dynamic response of the observer, (22) can be rewritten as

$$(A - L_{cio}^{\star} C)P + P(A - L_{cio}^{\star} C)^T + 2\eta P + Q + L_{cio}^{\star} R(L_{cio}^{\star})^T < 0.$$ (23)

Then, left and right multiplications of (22) by $T = P^{-1}$ and introducing $W = T L_{cio}^{\star}$, (23) becomes

$$TA + A^T T - WC - C^T W^T + 2\eta TQ + T W R W^T < 0.$$ (24)

Now, by reformulating (24) as

$$T A + A^T T - WC - C^T W^T + 2\eta T Q + T W R W^T < 0.$$ (25)

Again, by applying the Schur complement, (25) is reshaped into the LMI form as (17c). Hence, if it is desired to minimize the value of $\gamma$, the optimization problem (17) should be solved. Finally, the observer gain is thus obtained as (16).

Remark 4.1: It is worth mentioning that, according to [19], $L_{cio}^{\star}$ can also be computed in the classical manner using the weighted Frobenius norm ($F_w$-radius) of the state bounding zonotope $X_{cio}$ as $L_{cio}^{\star} = (R_{acz}^T R_{acz} C^T) (C R_{acz}^T R_{acz} C^T + E_{wl} E_{wl}^T)^{-1}$. But, the benefit of using the proposed approach is the ability of using it in the nonlinear case.

On the other hand, considering SMA, $\lambda$ should be designed with the aim of reducing the effect of the state estimation uncertainties. In this regard, the optimal value of $\lambda$ (denoted as $\lambda^*$) in the case of SMA can be computed by means of Theorem 4.2.

Theorem 4.2: (Optimal $\lambda$) Considering the structure of SMA in (9) and introducing the tuning parameters $Q = Q^T \geq 0$ and $R = R^T > 0$, if there exist positive scalars $\gamma$, $\lambda^*$ can be obtained as

$$\lambda^* = T^{-1} W,$$

where $T$ and $W$ are obtained by solving the following optimization problem:

$$\min \gamma,$$

subject to the following LMIs:

$$\begin{bmatrix} \gamma I_{nx} & I_{nx}^T \\ I_{nx} & T \end{bmatrix} > 0,$$

$$\begin{bmatrix} TA + A^T T - WC - C^T W^T + \gamma 2\eta & T(Q^T) \\ Q^T T & -I \end{bmatrix} < 0,$$

where $\eta > 0$ is the decay rate.

Proof: The proof follows from the same procedure of results presented in Theorem 4.1 to the SMA case.

Remark 4.2: It is worth mentioning that, according to [4], $\lambda^*$ can also be computed in the classical manner using the weighted Frobenius norm ($F_w$-radius) of the state bounding zonotope $X^{sm}$ as $\lambda_i = (R_{acz}^T R_{acz} C_i^T) (C_i R_{acz}^T R_{acz} C_i^T + E_{wl} E_{wl}^T)^{-1}$. But, the benefit of using the proposed approach is the ability of using it in the nonlinear case.

C. Discussion

The main difference between SMA and IOA is related to the different way that measurements are taken into account to obtain the state estimation. In the case of IOA, the state estimation is obtained in an explicit way by combining the model and the measurements through the observer gain. On
the other hand, SMA carries out this process implicitly by means of the intersection between the set of states consistent with the model and the measurements. More precisely, the state estimation using IOA considers information of the output measurements at the previous time instant while state estimation using SMA is obtained by using the information of the measurements at the current time instant. In this regard, both state estimation approaches should be synchronized such that both use the measured output \( y \) at the same time instant. The synchronization of the output \( y \) is performed using CIOA as explained in Section IV-A. After that, by having the same structure for the both state estimation approaches, the only difference is related to the different manners of selecting the observer gain \( L \) and the parameter \( \lambda \). Therefore, using the zonotopic structure of CIOA in (14) and the zonotopic structure of SMA in (9), the observer gain \( L \) and the parameter \( \lambda \) are designed based on LMI techniques, the results are reported in Theorems 4.1 and 4.2. The similarity of the LMIs in (17) for computing the optimal observer gain \( L^{cio,*} \) and the parameter \( \lambda^* \) in the case of CIOA and the LMIs in (27) for computing the optimal parameter \( \lambda^* \) in the case of SMA can be observed. Thus, the same state estimation can be obtained considering the points mentioned in Sections IV-A and IV-B.

V. Case Study

A. System description

The comparative analysis of IOA and SMA will be performed by using a three-tank system. The scheme of the considered case study is shown in Figure 1. The three-tank system, as represented in Figure 1, consists of three identical tanks that are connected by using pipes. The first tank has an incoming flow that can be controlled by means of a pump (actuator) and the system output (outflow) is located in the last tank. Moreover, the state vectors contains the water levels of the tanks.

Since all the mathematical developments in previous sections were obtained based on the consideration of a linear dynamic system, the linearized model of the three-tank system is required to be obtained to illustrate the effectiveness of the characterized formulations\(^1\). Therefore, considering the following working point:

- \( h_1^1 = 0.51 \text{ cm} \), \( h_2^1 = 0.50 \text{ cm} \), \( h_3^1 = 0.35 \text{ cm} \),

\(^1\)The description of the nonlinear mathematical model and it linearization process are suppressed because of the space limitation, but it can be obtained based on mass balance and Bernoulli’s law.

\[ h_{k+1} = Ah_k + Bu_k + E_\omega \omega_k, \quad g_k = Ch_k + E_v v_k, \]

where

\[ A = \begin{bmatrix} 0.9712 & 0 & 0 \\ 0.0288 & 0.9638 & 0.0074 \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \quad C = \begin{bmatrix} 0 & 0 & 1 \end{bmatrix}. \]

Moreover, \( \omega \) and \( v \), influencing all the state-space directions and the output, are modeled with \( E_\omega = diag(0.05 \ 0.05 \ 0.05) \) and \( E_v = 0.08 \), respectively.

B. State estimation

The main goal of this section is to compare the state estimation using IOA and SMA. Regarding the computation of \( L^{cio,*} \) and \( \lambda^* \), in one hand, they can be computed in a classical manner according to [19] and [4], respectively. On the other hand, the proposed Theorems 4.1 and 4.2 can be utilized to compute \( L^{cio,*} \) and \( \lambda^* \), respectively. The obtained results using both classical and proposed approaches can be seen in Table I.

As can be seen from Table I, the obtained results using the classical manner proposed by [19] and the proposed approaches in Theorems 4.1 and 4.2 are almost the same. Furthermore, comparing the classical manner and the proposed approach for computing the \( L^{cio,*} \) and \( \lambda^* \), separately, reveals the equivalence of the CIOA and SMA in state estimation framework. Moreover, considering the the steady-state operation of the mentioned three-tank system, the state estimation zonotopes computed by CIOA and SMA considering the proposed approach in Theorems 4.1 and 4.2 for computing the \( L^{cio,*} \) and \( \lambda^* \) can be seen in Figures 2 and 3, respectively. Furthermore, the time evaluations of the interval hulls of the state estimation using both CIOA and SMA are projected into the output space by using the system matrix \( C \). Figure 4 is obtained from the simulation as a result of the projection of the state estimation into the output space.

\begin{table}[h]
\centering
\caption{\( L^{cio,*} \) and \( \lambda^* \) in steady state.}
\begin{tabular}{|c|c|c|}
\hline
\textbf{Classical approach} & \textbf{Proposed approach} \\
\hline
\textbf{\( L^{cio,*} \)} & \textbf{\( \lambda^* \)} & \textbf{\( L^{cio,*} \)} & \textbf{\( \lambda^* \)} \\
\hline
0.7389 & 0.0070 & 0.0608 & 0.7389 & 0.0070 & 0.0608 \\
0.0293 & 0.7504 & 0.0265 & 0.0293 & 0.7504 & 0.0265 \\
0.0619 & 0.0250 & 0.7914 & 0.0619 & 0.0250 & 0.7914 \\
\hline
\end{tabular}
\end{table}
As can be seen from (4), maximum and minimum bounds of the obtained zonotopic state estimations using both CIOA and SMA are identical. This fact illustrates that the proposed observer design is well suited to relate CIOA and SMA.

VI. CONCLUSIONS

This paper has proposed a robust zonotopic observer design for discrete-time linear systems. First, state estimation using both interval observer approach (IOA) and set-membership approach (SMA) is analyzed, separately. Then, the comparison and the condition of relating both approaches are proposed using the current interval observer approach (CIOA) and the Linear Matrix Inequality (LMI) technique. The effect of the state disturbance and measurement noise are taken into account using a zonotopic representation of the involved sets. Finally, a three-tank system is considered as a case study for illustrating the effectiveness of the proposed observer design.
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