Discovering SOCIABLE: Using a Conceptual Model to Evaluate the Legibility and Effectiveness of Backchannel Cues in an Entertainment Scenario
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Abstract—Robots are expected to become part of everyday life. However, while there have been important breakthroughs during the recent decades in terms of technological advances, the ability of robots to interact with humans intuitively and effectively is still an open challenge.

In this paper, we aim to evaluate how humans interpret and leverage backchannel cues exhibited by a robot which interacts with them in an entertainment context. To do so, a conceptual model was designed to investigate the legibility and the effectiveness of a designed social cue, called SOcial ImmediAcy BackchanneL cuE (SOCIABLE), on participant’s performance. In addition, user’s attitude and cognitive capability were integrated into the model as an estimator of participants’ motivation and ability to process the cue. In working toward such a goal, we conducted a two-day long user study (N=114) at an international event with untrained participants who were not aware of the social cue the robot was able to provide. The results showed that participants were able to perceive the social signal generated from SOCIABLE and thus, they benefited from it. Our findings provide some important insights for the design of effective and instantaneous backchannel cues and the methodology for evaluating them in social robots.

I. INTRODUCTION

Social Robotics aims at creating robots with the ability to exhibit social behaviours [1]. Social Robots have already been employed in several contexts, such as education [2], healthcare [3], [4], and entertainment [5].

A socially assistive robot is one that employs a set of interaction strategies, combining verbal and non-verbal communication channels, to tailor the degree of assistance to the particular user’s need [6]. In order to effectively design motivational strategies and thus influence a human’s behaviour as well as their attitude toward a task, two key capabilities are crucial: i) the robot’s ability to communicate effectively and ii) its capability to impact on the human’s decisions. To address the first aspect, several studies have investigated how verbal and non-verbal social cues can be integrated into a robotic system enabling humans to experience a more natural interaction [7]. Regarding the second aspect, an effort from the robotics community has been made to develop persuasive strategies to shape human attitudes as well as motivation strategies to easily accomplish a given objective [8].

Social intelligence enables robots to interact socially, and react accordingly as well as to communicate their internal state through verbal and non-verbal social cues [8]. Through a combination of social cues, a robot can convey what becomes interpreted as a social signal and thus influence the human counterpart [9]. For instance, when two people are interacting, one can nod his/her head (non-verbal cue) to convey understanding of what the other was saying (social signal). In the same way, a robot can leverage its social cues, such as arm movement and facial expression, in response to a human interlocutor’s action. However, most of the current robotic systems still lack the ability to exhibit verbal and non-verbal cues in ways that are understandable and natural for humans [10].

While backchannels in linguistics refer to the way the listener responds to the speaker, here this concept defines SOcial ImmediAcy BackchanneL cuE (SOCIABLE). SOCIABLE is a kind of feedback that consists of a combination of verbal and non-verbal social cues, integrating non-lexical and phrasal backchannels with an instantaneous response to participant’s actions while interacting with a robot in an entertainment context. SOCIABLE aims at effective
persuasion, affecting the participant’s behaviour and thus performance. Its design is the first contribution of this paper.

However, persuasive communication requires that the recipient be motivated to process the information and have sufficient ability to process it correctly [11]. Therefore, it is convenient to know the degree of motivation and cognitive abilities of recipients in order to have a clear interpretation of the effectiveness of the verbal and non-verbal stimuli emitted. As a consequence, in this study, we assess user’s attitude and reasoning system (intuitive vs analytical thinking) as estimators of the degree of motivation and cognitive capacity respectively, and also as moderating variables of the effectiveness of communication.

Practical assessment and objective evaluation are always problematic in social robotics. The second contribution is the design of a conceptual model with the purpose of evaluating the effectiveness of SOCIABLE on the participants’ performance, as well as investigating its relationship with participants’ attitude and reasoning system. Furthermore, we evaluated whether and to what extent SOCIABLE was perceived by the participants as a clue and subsequently employed. In the proposed conceptual model, participants’ reaction time and SOCIABLE act as antecedents of the number of mistakes, but at the same time, SOCIABLE plays a mediating role. Furthermore, participants’ reasoning system and attitude are considered as moderating variables of the performance of the participant interacting with the robot.

To achieve this goal, we conducted a user study (N=114) in which untrained participants were asked to play a puzzle game with the collaboration of the robot (see Fig. 1). The robotic system built upon [12] was able to offer encouragement and clues at each participant’s turn. Furthermore, it provided SOCIABLE, to discourage a participant when the lifted token was the wrong one. While participants were aware of the assistance the robot could offer them, they were not informed about SOCIABLE. From this study, we measured participants’ reaction time, number of mistakes and whether they were able to grasp and understand the robot’s feedback (SOCIABLE). Furthermore, we assessed participants’ attitude and reasoning with a questionnaire and a test, respectively. The user study to evaluate the legibility and the effectiveness of SOCIABLE is the third contribution of this paper.

The results of our user study provided important insights for the design of effective and instantaneous backchannel cues. Finally, our findings revealed the importance of using a conceptual model that enables the inclusion of social constructs in the evaluation of social cues in human-robot interaction (HRI).

II. RESEARCH QUESTIONS

In this study, we aim to investigate the following research questions:

**RQ1:** (legibility) Will participants’ reaction time as well as their attitude and reasoning system affect the detection of SOCIABLE?

**RQ2:** (effectiveness) When perceived, will SOCIABLE impact on the participants’ behaviour and consequently on their performance during the game?

III. RELATED WORK

A. The Importance of Social Cues in Social Robotics

The importance of designing and developing robot’s social cues is a key aspect for providing a more natural user’s experience that has some important benefits: it can increase trust and acceptance and the user’s overall engagement [13]. A lot of work has been done to investigate whether and to what extent verbal and non-verbal social cues can be deployed in a robot.

Anzalone et al. [13] proposed a methodology to evaluate user engagement based on metrics extracted by analysing non-verbal cues through non-invasive sensors. These metrics were employed by the robot as feedback to estimate the perceived social intelligence by the human and at the same time to quantify the number of changes elicited in the user. Kennedy et al. [14] explored the concept of non-verbal immediacy, to assess how it can improve robot’s level of sociality. Furthermore, they evaluated how non-verbal immediacy can affect the participants’ behaviour in a learning scenario. Similarly, as in [13], our metrics evaluate the influence of the provided signal and as [14] we aim to evaluate whether our designed social feedback can influence participants’ behaviour. However, differently from [13], [14], our designed social feedback is a combination of verbal and non-verbal social cues. Jost et al. [15] explored the effectiveness of non-verbal and verbal robot’s behaviour for increasing user’s acceptance and trust. Chidambaram et al. [16] explored how manipulating body cues, gestures, and vocal cues could affect the persuasiveness of a human-like robot. Ham et al. [17] investigated whether and to what extent gaze and gestures was better as social cues, as part of persuasion strategy, than gestures alone. Results reported that combining both the social cues increased the robot’s persuasiveness. As [15], [16], and [17], we envisage that social cues play a key role in improving people’s motivation. Nonetheless, in our study, we are interested in evaluating whether or not the designed social feedback can be recognised by participants with respect to their reaction time along with their reasoning system and degrees of motivation.

B. The Importance of Social Signal Processing in Social Robotics

The field of Social Signal Processing studies how to furnish artificial agents with social intelligence [18]. A common focus has been on investigating how robotic social cues can influence the perception of social signals and how this can improve the design of more socially intelligent robots [19]. Combining verbal and non-verbal social cues, a robot [20] or a conversational agent [21] can communicate what becomes interpreted as a social signal representing its internal state. Wiltshire et al. [22] and Fiore et al. [9] investigated the role of proxemic behaviour and gaze in a hallway navigation scenario. In particular, they focused
on the effects the robot’s social cues had on the types of social signals the participants reported after the interaction. In the same direction, Wiltshire et al. [22], evaluated how the same social cues, proxemic behaviour and gaze, could influence the interpersonal attributions made toward the robot and the estimation of its behaviour. This work was extended by Warta et al. [20], who examined the effect of different types of display and proxemic behaviours over repeated interactions on the participant’s perception of the robot’s social presence. Jerčić et al. [23] studied whether participants playing a serious game by collaborating with a robot, perceive the latter as a social agent based on a small subset of social cues. The work presented by Lobato et al. [24], examined the relationship between social cues and social signals. Specifically, they evaluated which social signals were reported by participants for a given set of social cues in a simulated surveillance task.

Our investigation is motivated by these studies. Here, we extended the robotic architecture presented in [12] designing specific social feedback to evaluate whether and to what extent the produced social signal affects the users’ performance.

C. The Importance of User’s Attitude and Reasoning System in Social Robotics

In most studies on HRI, users are considered as a homogeneous group that makes their decisionsrationally and, consequently, without motivation or processability problems (25). However, for a long time, the literature on consumer behaviour has pointed to the opposite. That is, it considered consumers as a heterogeneous group, with different degrees of motivation in making decisions [11] and, in many decisions, they stated different abilities when taking mental shortcuts or using very simple criteria [26]. Although it is obvious that without motivation and using simple criteria it is impossible to make good decisions, it is feasible to achieve acceptable decisions taking into account the effort made and the benefit obtained [27]. Therefore, to better understand HRI it is important to consider users’ classification criteria that allow more homogeneous groups to be formed based on their motivations and behaviours.

One of these classification criteria is attitude. In social psychology, the attitude is a psychological construct that aims to reflect a degree of affect (positive or negative) towards an object (a robot) resulting from information received, related to the object and previous diagnoses [28]. Although attitude is not observable, in market research it is made operational by combining stated beliefs about the object and degrees of importance assigned to them [29]. Beliefs reflect opinions formed over time, as a result of information received from multiple sources and stored in memory. However, the degree of importance reflects the relative weight of each of these beliefs in the formation of a positive or negative attitude toward the object. That is, human behaviour does not respond to the subconscious and inconstant forces that would make it impossible to establish patterns of behaviour, but, within the paradigms of social psychology, follows a certain logic. Since the attitude is based on information stored in the memory resulting from external information, the experience with similar or equal objects further determines the intention and, subsequently, the behaviour [28].

Among the operational elements that shape the attitude, the degree of importance is very similar to involvement [29]. Although this relationship between attitude and involvement was established decades ago [30], it has become an essential topic in market research. Since for any product it is possible to classify users by their degree of involvement, it is expected that the most involved, employ a more intense cognitive process in understanding the most relevant features and advantages of the product, while the least involved dedicate less time and effort [11]. In our context, we believe that any variable linked to involvement, such as attitude, can contribute to understanding the effectiveness of the robot’s assistance in shaping the participants’ behaviour. Hence, we adopted attitude as a moderating variable [30].

Another important variable to classify users who interact with robots is the reasoning system. According to the dual-process theory [31], individuals use two different cognitive systems to gather and process information, and make decisions: a primitive system, similar to that of many advanced animals such as large apes, and another exclusive to humans, far superior to that of animals [31]. The first called System 1 is more ancient, autonomous and intuitive and does not require the use of memory, and the second called System 2, is more reflexive, analytical and deliberative, which requires the use of memory [32]. In general, individuals are more inclined to use System 1, which has led to qualifying humans as miserly cognitive [32]. Some evolutionary psychologists have tried to explain this bias, proposing that humans follow the same principle of energy efficiency as other living beings. And, since analytical reasoning consumes important energy resources, individuals try to avoid it replacing it, whenever possible, with fast and economic heuristics [33]. However, this does not mean making incorrect decisions, since many of these heuristics have been forming for thousands of years, as a result of overcoming survival challenges. And, in many situations, fast heuristics can generate better decisions than those of more complex processes [34]. Moreover, its consistency has also been demonstrated, that is, once a decision has been made through heuristics, it is rarely modified later [35] and then they are more efficient in routine than in stochastic environments, where System 2 responses are usually more effective [36]. This users’ characteristic, as far as we know, had never been used in social robotics, but in some studies of new technologies [35]. In conclusion, we believe that this variable can play a key role as moderator in HRIs.

IV. SOCIAL IMMEDIACY BACKCHANNEL CUE

Aiming to foster HRI and to establish a more natural and effective communication between them, we defined SOCIABLE. SOCIABLE was designed keeping in mind two main aspects that define social intelligence:

- comprehensible and intuitive, as it needs to be grasped and interpreted by humans without any effort,
Fig. 2: Participant plays the puzzle game, whose solution is GODEL. At that state of the game, the participant is expected to pick token ‘O’. In (a) the participant does not grasp SOCIABLE and places the token in the wrong location. In (b) the participant perceives SOCIABLE (thanks to its verbal and non-verbal backchannel cues) and moves the token back to its original location.

• immediate, as it needs to be instantaneous since the time of intervention is crucial in communication between two interlocutors.

Therefore, SOCIABLE combined verbal (voice) and non-verbal (facial expression) backchannel cues at a specific time during the game: immediately after a participant lifted a token. Leveraging SOCIABLE, the robot may influence the participants’ actions; namely, it may discourage them from placing the token in a wrong location and encourage them to move it back to its original location (see Fig. 2).

Concerning the non-verbal cues, the facial expressions were designed according to the findings reported by Kalegina et al. in [37] and evaluated in a pilot study with 60 participants. Thus, the facial expressions related to SOCIABLE were: happy if the chosen token was the correct one, and sad, confused or angry if it was the wrong one. The robot switched from sad to confused and angry depending on the number of repeated unsuccessful attempts (see Fig. 3).

Regarding the verbal cues, very short sentences were used to communicate to the participant the outcome of their action based on the concepts of non-lexical and phrasal backchannels in linguistics. The robot said words like: "Great!", "Yeah!", "Wow!" when the participant picked the correct token. On the other hand, when the participant grasped the wrong token, the robot says "Mmmh", "Really?", "Are you sure?". Finally, we were able to provide SOCIABLE, with a delay respect to the time the user picked a token of less than 0.5 sec.

V. CONCEPTUAL MODEL

In studies on consumer behaviour, it is considered that the purchase of a product is not something random or subconscious, but rather the opposite, which obeys relationship patterns that are reflected in conceptual models, supported by theory. The following study has not been proposed as an experiment, but rather as a procedure to evaluate a working method in order to improve it. To this end, we propose a conceptual model inspired by the study of methods-time measurement to analyse a task [38]. This procedure requires describing the system in detail, determining its operations, establishing sequential diagram and identifying possible sources of error and human reliability [39].

We observe that mistakes made when performing a task are due to multiple causes, including the time spent and the intervention of another agent, who can also mediate (in Fig. 4, the blue arrows reflect this relationship). A mediator variable M explains the relationship between an independent variable X and its dependent variable Y. According to [38], we define a base model (see Fig. 4, blue rectangle) in which participants’ reaction time and SOCIABLE act as antecedents of the number of mistakes, moreover SOCIABLE acts as a mediator between participants’ reaction time and number of mistakes. Finally, with respect to the base model, we aim to evaluate the following hypotheses:

H1. In HRI in an entertainment scenario, the user’s reaction time is positively related to SOCIABLE.

H2. In HRI in an entertainment scenario, the user’s reaction time is positively related to the number of mistakes.

H9. In HRI in an entertainment scenario, SOCIABLE, when perceived by a user, is positively related to the number of mistakes.

H10. SOCIABLE when perceived by a user is a mediator between user’s reaction time and the number of mistakes.

Furthermore, the number of mistakes as well as SOCIABLE can be moderated by the degree of involvement and the cognitive abilities of the subject (in Fig. 4, the orange arrows reflect this relationship). A moderator variable W is a variable that affects the strength of the relation between an independent variable X and a dependent variable Y. With respect to the extended model, we aim to evaluate the following hypotheses:

H3. User’s reasoning system moderates the relationship between the user’s reaction time and SOCIABLE when perceived by the user.

H4. User’s reasoning system moderates the relationship between the user’s reaction time and the number of mistakes.
H5. User’s reasoning system moderates the relationship between SOCIABLE, when perceived by the user, and the number of mistakes.

H6. User’s attitude moderates the relationship between the user’s reaction time and SOCIABLE when perceived by the user.

H7. User’s attitude moderates the relationship between the user’s reaction time and the number of mistakes.

H8. User’s attitude moderates the relationship between SOCIABLE, when perceived by a user, and the number of mistakes.

VI. FIELD WORK

A. The Puzzle Game

In the proposed scenario, the participants played a game with the assistance of a robot. It consisted of composing the name of a Nobel Prize Winner with the tokens available on the board, trying to minimize the number of mistakes. With the purpose of fostering HRI, we designed a puzzle game whose complexity was defined by the numbers of tokens available on the board; only 5 were needed to compose the word and there was only one correct solution.

B. Apparatus

In the study we used an electronic board and a TiaGo robot as shown in Fig. 1. The robotic platform and its architecture has already been presented in our previous work [12] where, in addition to voice communication, we used gestures (the robot arm moving) to provide assistance to the user. We concluded that this non-verbal communication channel was slow and not very effective. Here, on the contrary, we provide effective interactions using facial expressions as non-verbal backchannel communication. Consequently, the robot could furnish assistance through two communication channels: voice and facial cues.

Regarding the degrees of assistance, the robot could encourage the user or give a clue (look to your left, or to your right). Selecting one action or another was randomised, guaranteeing that all the participants received the same percentage of aids. The assistance was provided at each user’s turn, that is, before a participant moved a token. Additionally, the robot provided SOCIABLE, as already mentioned in Sec. IV, immediately after a user grasped a token.

With the purpose of detecting the location of each token, we used an electronic board as reported in [40]. Use of this technology allowed us to overcome the current limitations in uncontrolled environments that arise when perception is based on vision systems. As a result, we were able to detect not only when a token was placed in another location with 100% accuracy, but also when it was only lifted. This last capability enabled us to make SOCIABLE an instantaneous feedback.

C. Procedure

The study was conducted in a booth at the MakerFaire in Barcelona, following these steps:

1) Briefing (5 min): The experimenter informed each participant of the procedure and asked their permission to gather their data for scientific purposes. Each participant was requested to fill out an informed consent form. Next, the experimenter explained the objective of the game without providing any clues on the kind of assistance the robot could furnish. In particular, as it was the aim of our study, none of the participants was informed of the capability of the robot to provide SOCIABLE. They were told to interact naturally with the robot while respecting the rules of the game. Furthermore, the participants were requested to try to complete the game with the lowest number of mistakes, regardless of the completion time.

2) Interaction with the robot (5 min): Participants were asked to sit at a table with a board already set up to start the game (see Fig. 1). A TiaGo robot was placed opposite to them and they were told it would take care of providing information about the game. A headset with noise cancellation was provided to each participant in order to limit the sources of distraction and keep them focused on the task.

3) Questionnaires: Once the game was completed, each participant was asked to fill in a questionnaire. Questions had to be evaluated using a 5-point Likert scale ranging from 1 to 5 from completely disagree (1) to completely agree (5). 3 statements evaluated the attitude’s construct as in [41]: i) I think it’s a good idea to use the robot, ii) the robot would make life more interesting, iii) it’s good to make use of the robot. The analysis of reliability for attitude returned Cronbach’s α equals to 0.901 (CR=0.90 and AVE=0.78). Then, participants filled a Cognitive Reflection Test (CRT), which is a 7 questions test (three numerical and four non-numerical) with the characteristic of pointing toward a simple but incorrect answer, while the correct answer requires mental effort to find it [32], [42].

4) Measures: To assess our research questions, we define the following indicators:

- participant’s reaction_time: the time the participant took to place a token after picking it and getting SOCIABLE
from the robot.

- robot’s number of feedback: the number of times the participant understands SOCIABLE furnished by the robot and places the token back in its original location.
- participant’s number of mistakes: the number of times the participant does not perceive the social feedback and places the token in a wrong position.
- participant’s reasoning system: according to the two versions of the CRT mentioned in Sec. VI-C.3. Participants scored between 0 and 7.
- participant’s attitude: based on the questionnaire administered to the participant mentioned in Sec. VI-C.3. Participants scored between 3 and 15.

It is noteworthy that for correct movements we do not have a measure to discern whether SOCIABLE had influence. Thus, in this study we are only interested in evaluating the cases in which the participants grasped a wrong token and realised SOCIABLE.

5) Participants: We recruited 114 participants during a two-day fair. We did not have any withdrawal and all the participants were included in the data analysis. Participants were aged between 18 and 67 (46.1% of them were female), with M=35 and SD=11.77. The participation in the study was voluntary and no material incentive was offered.

D. Methodology

In order to determine the number of samples needed, we based our proposal on i) the assumption that a “minimum of at least five times as many samples as the number of variables is to be analysed” [43] and ii) the report of Fritz and MacKinnon [44] who pointed out that the average sample size for a power of 0.8 is 59 for a percentile bootstrap and 66 for a Sobel test.

To estimate the model depicted in Fig. 4, a regression approach was used, combining dichotomous and continuous variables. We regressed the number of mistakes as a dependent variable, the reaction time and SOCIABLE as independent variables, and lastly SOCIABLE as a mediation variable. We also considered the attitude and the reasoning system as moderating variables, as well as their interactions, using a 5,000-sample bootstrap method with PROCESS version 3 [45].

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>Antecedent</th>
<th>Coeff.</th>
<th>SE</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1</td>
<td>Reaction Time (RT)</td>
<td>0.24</td>
<td>0.008</td>
<td>0.006</td>
</tr>
<tr>
<td></td>
<td>SOCIABLE (SF)</td>
<td>-2.46</td>
<td>1.76</td>
<td>0.16</td>
</tr>
<tr>
<td>H3</td>
<td>Reasoning System (RE)</td>
<td>-0.49</td>
<td>0.27</td>
<td>0.07</td>
</tr>
<tr>
<td></td>
<td>Attitude (AT)</td>
<td>0.0019</td>
<td>0.009</td>
<td>0.05</td>
</tr>
<tr>
<td>H6</td>
<td>Reasoning System (RE)</td>
<td>-0.50</td>
<td>0.23</td>
<td>0.035</td>
</tr>
<tr>
<td></td>
<td>Attitude (AT)</td>
<td>0.11</td>
<td>0.34</td>
<td>0.73</td>
</tr>
<tr>
<td></td>
<td>Reaction Time (RT)</td>
<td>-0.006</td>
<td>0.012</td>
<td>0.59</td>
</tr>
<tr>
<td></td>
<td>SOCIABLE (SF)</td>
<td>0.038</td>
<td>0.046</td>
<td>0.40</td>
</tr>
</tbody>
</table>

$R^2 = 0.1517$

(a)

TABLE I: In (a) results of the regression analysis for SOCIABLE (SF) as dependent variable. In (b) the results of the regression analysis for number of Mistakes (M) as dependent variable.

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>Antecedent</th>
<th>Coeff.</th>
<th>SE</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>H2</td>
<td>Reaction Time (RT)</td>
<td>0.35</td>
<td>0.13</td>
<td>0.01</td>
</tr>
<tr>
<td>H3</td>
<td>SOCIABLE (SF)</td>
<td>-1.08</td>
<td>0.45</td>
<td>0.01</td>
</tr>
<tr>
<td>H4</td>
<td>Reasoning System (RE)</td>
<td>-0.25</td>
<td>0.07</td>
<td>0.0006</td>
</tr>
<tr>
<td>H5</td>
<td>SOCIABLE (SF)</td>
<td>-0.50</td>
<td>0.23</td>
<td>0.035</td>
</tr>
<tr>
<td>H6</td>
<td>Reasoning System (RE)</td>
<td>-0.006</td>
<td>0.012</td>
<td>0.59</td>
</tr>
<tr>
<td></td>
<td>SOCIABLE (SF)</td>
<td>0.038</td>
<td>0.046</td>
<td>0.40</td>
</tr>
</tbody>
</table>

$R^2 = 0.265$

(b)

VII. RESULTS AND DISCUSSION

Results of our study are reported in Table I. Specifically, Table Ia indicates the results in which SOCIABLE (SF) is the dependent variable, whereas Table Ib indicates the results in which number of Mistakes (M) is the dependent variable.

The last row reported the overall results for the proposed conceptual model. The $R^2$ values, which measure how close the data are to the fitted regression model, are aligned with the sample size: $R^2$ is equal to 0.1517 when SF is the dependent variable while $R^2$ is equal to 0.265 when M is the dependent variable. As for both, the overall F-test values are less than the significance level of 0.05, we can study the individual p-values to find out which of the individual variables are statistically significant. The first column of the Tables reports the hypotheses according to Sec. V, the second column defines the antecedents variables with respect to SF (see Table Ia) and M (see Table Ib), respectively. For each antecedent, the coefficient (Coeff), standard error (SE) and p-value (p) are reported. The magnitude of Coeff for each independent variable signifies the magnitude of the effect that variable has on the dependent variable, and the sign on the coefficient (positive or negative) indicates the direction of the effect. A positive coefficient suggests that as the value of the independent variable increases, the mean of the dependent variable also tends to increase. A negative coefficient suggests that as the independent variable increases, the dependent variable tends to decrease. SE represents the mean distance between the observed value and the regression line (smaller values are better). Finally, the p-value for each term tests the null hypothesis. It is worth mentioning that although in the majority of the HRI studies a p-value of 0.05 has been adopted as a reference of significance, it is common in other fields, such as in consumer behaviour studies, to set it to 0.1 for small samples (N=114, as in our case). Indeed, results between 0.05 and 0.1 are considered a trend and at the limit of significance, and that a further enlarging of samples will validate the results ([46]). Hence, in this study we considered a statistical significance of 90%.

With respect to our research question RQ1 (see Sec. II), that referred to the legibility of the social feedback provided by the robot, 3 of 10 initial hypotheses (H1, H3 and H6) were related to it (see Table Ia), and all of them were...
valid. Results provided evidence that participants devoting more time to placing a token (H1, Coeff=0.24, p<0.01) were able to understand the feedback (SOCIABLE) provided by the robot (reaction time,$\mu=1.3$s). Furthermore, participants with more analytical thinking and that took more time to allocate a token (H3, Coeff=0.71, p<0.05) grasped SOCIABLE, namely they made use of it during the interaction. Concerning H6, results showed that participants with a positive attitude toward the robot and higher reaction time did not leverage SOCIABLE (H6, Coeff=-0.0019, p<0.05). Despite being negative, the value of Coeff is very small, thus we deem this hypothesis needs further investigation, especially in the light of the results we obtained for the single variables AT and RT, which confirmed the opposite. Finally, participants with a higher attitude toward the robot were able to discover SOCIABLE (Coeff=0.497, p<0.1). As H1 and H3 were confirmed, we can conclude that SOCIABLE for its intuitiveness and immediacy was understandable as long as the participants were focused or had some degree of motivation and their reaction time was high enough to perceive it.

Regarding RQ2, that referred to the effectiveness of SOCIABLE, 4 of the 10 initial hypotheses (H5, H8, H9, and H10) were related to it and three of them, H5, H9 and H10 were valid. Results suggested that participants that were able to leverage SOCIABLE made fewer mistakes (H9, Coeff=1.08, p<0.01). Additionally, participants with more analytical thinking and who moreover made use of SOCIABLE, made fewer mistakes (H5, Coeff=-0.5, p<0.05). Despite that, results did not report statistical significance about the ability of participants to detect SOCIABLE moderated by their attitude toward the robot with respect to the number of mistakes (H8, Coeff=0.003, p<0.4).

Finally, in order to evaluate the mediator role of SF (H10), we use the Sobel test. The purpose of the test is to evaluate whether the reduction in the effect of the independent variable (RT), after including the mediator in the model (SF), is a significant reduction and therefore whether the mediation effect produced by SF is statistically significant. The test was confirmed, as H1xH9 returned a value of $\beta = 0.243 x \cdot 1.080 = -0.262$ that results in 0.150 for Sobel test with p <0.05). We can conclude that SOCIABLE caused mediation between the participant’s reaction time and number of mistakes.

In addition, three additional hypotheses (H4, H2, H7) were evaluated from the conceptual model presented in Sec. V. With respect to the moderating role of the reasoning system (intuitive vs analytical thinking), we found that participants with more analytical thinking and that devoted more time to locating a token, made fewer mistakes (H4, Coeff=-0.258, p<0.001). Concerning the moderating role of the degree of involvement of the participants with respect to their reaction time, results did not report statistical significance (H7, Coeff=0.006, p<0.6). Finally, from Table Ib, it can be noted that a higher RT turned out in a higher number of mistakes (H2, Coeff=0.33, p<0.05), and higher analytical thinking caused, in turn, the participants to make more mistakes (Coeff=4.40, p<0.05). These last two results are interesting as they are opposed to H4, meaning that when considered independently, RT and RE had a negative effect on the participants’ performance (making more mistakes) whereas the combination of them (RTxRE), in which the RE moderated the relationship between RT and M led to fewer mistakes.

As a general comment on the results, it seems that attitude (AT) would appear more related to the capability of detecting SOCIABLE, observing that none of the hypotheses including AT are validated in Table Ib. On the contrary, the reasoning system (RE) seems more related to accomplishing the task. Finally, as expected, the participants’ reaction time played a key role in the detection of SOCIABLE (see Table Ia). As a matter of fact, playing faster than the time necessary to the robot to furnish SOCIABLE makes it difficult for participants to grasp it. However, from Table Ib a higher reaction time would lead the participants to commit more mistakes. H3 and H4 provide us an interpretation to disambiguate RT. Indeed, participants with higher reaction time and with more analytical thinking, were capable not only of detecting SOCIABLE but also of committing fewer mistakes.

**VIII. CONCLUSIONS**

In this work, we aimed to evaluate whether a kind of feedback, we called SOCIABLE, generated by combining verbal and non-verbal backchannel cues and provided promptly, can be perceived by participants interacting with a robot in an entertainment scenario (legibility). Furthermore, we analysed whether and to what extent SOCIABLE can affect their performance (effectiveness). To do so, we built a conceptual model in which participants’ attitude and reasoning system functioned as moderating variables, and reaction time and SOCIABLE as antecedents of the number of mistakes. In addition, SOCIABLE was also defined as mediator variable of the relationship between participants’ reaction time and their number of mistakes. With the purpose of evaluating the proposed conceptual model, we conducted a two-day study with 114 participants.

Concerning the legibility of SOCIABLE, we provided evidence that the social feedback was comprehended by participants, as when participants took more time in placing a token and they had higher analytical thinking, they were able to perceive SOCIABLE. Moreover, when participants had a positive attitude toward the task, they were able to grasp SOCIABLE.

Regarding the effectiveness of the designed social cue, we showed that the social construct reasoning system, defined as estimators of the participants’ cognitive capability, had an impact on their behaviour and thus on their performance. Specifically, results revealed that SOCIABLE when detected by participants that had more analytical thinking, enabled them to make fewer mistakes. Finally, we proved the mediator role of SOCIABLE, namely, the reaction time has an influence on the detection of SOCIABLE which in turn has an influence on the participants’ performance.

In summary, we present a pipeline in which a conceptual model is designed to evaluate SOCIABLE’s legibility and
effectiveness, throughout a user study. As future work, we aim to investigate more in-depth the role of attitude, exploring the possibility of measuring it according to a different questionnaire. Furthermore, we plan to extend SOCIABLE, with more complex backchannel cues to evaluate whether we can enhance its effectiveness. Finally, we intend to analyse SOCIABLE’s degree of efficiency in a cognitive assistive scenario, whose participants have cognitive impairment.
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