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- Optimization-based control to manage peripheral equipment maximizing their efficiency.
- A continuous machine energy model adaptation scheme to react to its degradation.
- Experimental validation of control in a real industrial application via testbed.
- Energy efficiency performance comparison between adaptive and rule-based control.
- Results show that the proper management of peripheral equipment reduces energy costs.
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Abstract

The importance of implementing energy efficiency methodologies in industrial environments has increased considerably in the last decade given the high energy costs and environmental impact (e.g., greenhouse gas emissions). This paper proposes a methodology to improve the energy efficiency of an industrial machine, without sacrificing either production or quality, using an adaptive predictive controller based on dynamic energy models that manages peripheral devices to activate/deactivate them at the proper times. The proposed adaptive mechanism aggregates robustness to the control system in industrial environments, which experiment constantly changes related to equipment degradation and that affect their energy consumption profile over time. Thus, this novel adaptive mechanism automatically updates the energy model to minimize the error between prediction and real energy consumption, including new energy behavior resulting from machine degradation. This methodology has been validated via a testbed and its performance was compared with rule-based control, which is the most widely used control strategy in industry. The energy efficiency of both approaches was evaluated using performance indicators, which show the effectiveness of the proposed control approach, highlighting remarkable improvements in reducing both
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energy consumption (about 2%) and sudden power peaks (more than 11%).
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1. Introduction

Efficient resource management helps reduce environmental impact and costs in manufacturing systems, which in turn contributes to a more sustainable society. Factors such as rising energy prices, legal environmental constraints, and incentives raise industry awareness, motivating companies to implement energy efficiency (EE) strategies [1]. Industry is one of the top consumers of energy in the world (around 42% in 2017), with a third of energy consumption corresponding to manufacturing [2]. In the last 40 years, the study, design, and development of energy management and EE strategies have led to a significant decrease in energy intensity, most especially in manufacturing [3]. Nowadays, thanks to the rise of new Industry 4.0 and smart factory technologies, the implementation of energy management systems is easier, more accessible, and risk-free [4].

As the industrial machines are one of the main energy consumers and waste producers in a factory [5], in order to develop sustainable and efficient manufacturing, the maximization of their EE must be promoted [6, 7]. The basis for ensuring EE consumption in industrial machines is to design and build them using efficient devices and components, while the performance and EE of some devices (motors, air compressors, etc.) could be maximized using suitable control systems (e.g. variable speed drives) [5]. However, those measures are not enough to achieve overall machine efficiency, as proper synchronization between devices will lead to homogeneous consumption over time and better EE [6, 8]. Therefore, before incorporating a machine into an industrial production line, the activation/deactivation sequence of the devices should be optimized to achieve the required cycle time and EE consumption, considering process constraints and end-user efficiency requirements [9, 7]. When in operation, a wide variety of approaches can monitor the energy consumption of machine devices [10, 11]. Likewise, analyzing consumption and looking for energy inefficiencies can lead to the development of strategies to mitigate them [7, 12]. Other approaches have proposed a state-based consumption model with a graph-based optimization theory, which establishes
the optimal energy state sequence for given non-productive times \[13, 14\].

Since peripheral equipment may consume up to 70\% of overall industrial machinery at full power \[5, 15\], various approaches have been proposed to manage this equipment; for instance, the EE of a cooling system improved through on-off control can reduce consumption by up to 25\% \[16\]. Nonetheless, this kind of approach is only applicable to hot-gas bypass-type spindle cooling units with minimum thermal fluctuations. Activation/deactivation criteria established for peripheral equipment during standby states can reduce energy waste \[17\]. Other methodologies use kinetic energy recovery systems to feed peripheral equipment and an offline energy estimation tool to detect deficiencies \[18, 19\]. Since some peripheral equipment items support several machines, approaches are oriented to energy management of production chains \[20, 21\]. Although these approaches work well in specific scenarios, energy models generally require a more granular approach to allow better visibility of the process chain. Since the models used are static, they do not consider the dynamic behavior of real manufacturing facilities, losing important information during non-stationary states, such as on power spikes. Hence, the approach proposed in this paper outperforms previously reported works in establishing a structured methodology based on state-space realizations that adequately represents the dynamic behavior of the energy consumption for a manufacturing machine. This proposed methodology is properly integrated into a modular management scheme for such systems towards the statement of a smart manufacturing architecture.

The main contribution of this work is a methodology to manage peripheral equipment in real time using an adaptable data-driven model. This methodology increases the EE of a machine during the production cycle by managing the time-varying energy consumption of peripheral equipment, subject to known periodic and fixed energy demand given by the devices associated with the periodic process. Regarding the last devices, they are defined as synchronous devices with optimally defined schedules to perform the process correctly in terms of time and energy. Therefore, the proposed approach ensures that the overall machine consumption is as homogeneous as possible, avoiding peaks above the contracted electric power capacity and hopefully reducing the electric consumption. Moreover, production and quality will not be affected since the process configuration is not modified.

The proposed methodology consists of a strategy to generate data-based energy models with high fitting, a adaptive mechanism online, and a control law based on real time optimization with system behavior prediction
capabilities. The adaptive mechanism is proposed to consider changes in the dynamics of energy consumption over time, caused by machine degradation from continuous use. Whilst earlier approaches cannot react to new environmental conditions (e.g., temperature, humidity, tool) and equipment deterioration, which affects the performance of the machine and change its consumption profile [19, 22]. Thus, with the proposed approach, the energy model is automatically updated, reacting to changes in the energy consumption profile of the machine and the environment, reducing the error between model consumption prediction and real machine consumption. This methodology offers reliability and robustness, as the controller always makes decisions from a valid energy model in relation to current energy consumption by the machine.

For the validation of the proposed approach, a testbed was used to emulate the energy profiles of an industrial machine. This testbed is certificated by the Industrial Internet Consortium (IIC) [23] and its objective is to validate Industrial Internet of Things (IIoT) technologies for smart factories. The validation procedure compared the performance of the proposed approach with a rule-based control (RBC) in three different scenarios, whose performance was measured by using four key performance indicators (KPIs). Based on the results, the potential of the proposed approach is demonstrated, as it yields improvements in EE in terms of energy savings and reductions in power peaks.

The structure of this paper is summarized as follows: In Section 2, the testbed and the strategy to emulate the consumption profiles of industrial machines are described. Section 3 raises the industrial process emulated using the testbed to validate the proposed methodology. Section 4 details the peripheral management methodology to improve EE of industrial machines. The validation process and results are presented in Section 5, in which the benefits of using the proposed control strategy are demonstrated. Finally, in Section 6, the main conclusions are drawn.

2. Testbed

Due to the high complexity and cost of performing tests on industrial machines, part of the testbed was designed and built to emulate the energy...
consumption behavior of a manufacturing machine. As shown in the diagram in Figure 1, the testbed activates/deactivates devices to create consumption profiles. The red lines represent electrical connections and the blue lines are either data transfer channels or control signals. The devices used to build energy profiles are two three-phase motors, a heater, and two uninterruptible power supplies (UPS). In order to manage the UPS energy consumption (as a security device that stores energy), each UPS supplies energy to two loads: to a fan plus a lamp, and to two fans. Connected between the UPS and the loads is an alternating current (AC) regulator that limits the current to the loads, thereby regulating the energy consumption of each UPS. The other devices are controlled through a variable-frequency drive for a three-phase motor and relays for the heater and the other motor. Note that the relay actuators only allow devices to be activated or deactivated, while other actuators allow energy consumption to be regulated.

The embedded system (ES) is an Aingura Insights (AI) with a Zynq® Ultrascale+™ MPSoC, which is used in industry for data acquisition and processing (i.e., an IIoT computing edge device). The ES executes the main control logic to decide which devices should be activated/deactivated (emulating the role of a programmable logic controller (PLC)), and through the user datagram protocol (UDP), sends commands to the low-level control devices to generate analog/digital signals to the actuators that establish decisions made. An Arduino Leonardo (AL) and a WEB LAN IP ethernet relay controller (WLIE-RC) are used as low-level controllers. Regarding the AL, this generates a pulse-width modulation (PWM) signal, which configures the actuator and allows a duty cycle to be established between the 0 and 255 logic levels. The energy consumption spectrum of those AL-governed devices therefore has 256 logic levels, 0 when the device is fully off and 255 when energy consumption is maximum. Although low-level controllers do not have the same industrial robustness as a computer numeric control (CNC), but for the scope of this research, both AL and WLIE-RC operate with adequate scan cycle and especially AL has scan cycle (microseconds) comparable to that of a CNC.

The energy sensor is a combination of AI and industrial clamp meters to measure five energy signals (voltage, current, active power, reactive power and apparent power) for each electrical phase, with a sampling frequency between 4 and 8 kHz. In this case, the sensor was configured at 4 kHz to have a sample every 250 µs. Each second the sensor transmits a set of last-second measurements to the ES, i.e., each second the ES receives a set of
Figure 1: The testbed block diagram.

4000 energy measurements corresponding to the total energy consumption of the testbed. All single-phase devices (e.g., UPS and heater) were connected to the B phase, so most of the electrical profiles shown are from the B phase.

3. Case study

The energy consumption of a manufacturing process, called electro-discharge machining, was emulated using the testbed. For this use-case, the process is performing two cutting operations on a workpiece. The energy profiles of the machining process and the peripheral devices are presented in Figure 2, where the peripheral device profiles are independent of the machining process, to illustrate their energy consumption behavior for different input values. The periodic consumption produced by the process is the result of combining the heater ($D_{s1}$) and UPS1 ($D_{s2}$), which is shown in Figure 2a with a period of $T_{mp} = 29$ s. Based on previous work [24], the main machine process is assisted by the following three peripheral systems:

(i) **Air-supply pump.** For the pneumatic actuators to work properly, this pump must maintain pressure conditions in the accumulator. The three-phase Motor1 ($D_{p1}$) represents the energy consumption of this pump, as shown in Figure 2b. The dynamic model of the accumulator
Figure 2: Energy consumption profile for the machining process and peripheral devices (dashed lines indicate the set input value): (a) shows the energy consumption during a period of the machining process, from grabbing the raw material, removing the material to releasing the workpiece. (b) and (d) display the energy profiles for different speed conditions of the air pump and the coolant recirculation pump, respectively. (c) shows the on-off power consumption of the hydraulic pump.

was proposed in the following way:

\[
q_1(k + 1) = q_1(k) + [M_{in_{air}} - M_{out_{air}}] \begin{bmatrix} u_{p_1}(k) \\ u_{s_1}(k) \end{bmatrix}, \tag{1a}
\]

\[
y_{q_1}(k) = q_1(k) \frac{R T}{V_T W_M} + P_{atm}, \tag{1b}
\]

\[
y_{\underline{q_1}} \leq y_{q_1} \leq y_{\overline{q_1}}, \tag{1c}
\]

being \(q_1 \in \mathbb{R}\) the mass and \(y_{q_1} \in \mathbb{R}\) the pressure inside the accumulator with an operating range of \(y_{\underline{q_1}} = 500000\) Pa to \(y_{\overline{q_1}} = 750000\) Pa. The model constants are defined as \(M_{out_{air}} = 1.5 \times 10^{-3}\) m\(^3\)/s the air discharge coefficient, \(M_{in_{air}} = 2.5 \times 10^{-3}\) m\(^3\)/s the coefficient of recharging air, \(R = 8.314472\) J/kmol\(^{-1}\) the gas constant, \(T = 298.15\) K the environmental temperature, \(V_T = 5 \times 10^{-3}\) m\(^3\) the tank volume, \(W_M = 28.966 \times 10^{-3}\) kg/mol the molecular weight and \(P_{atm} = 101325\) Pa the
value of an atmosphere. The input pump $u_{p1}$ operates between 160 and 200 logic levels, and the input $u_{s1} \in \{0, 1\}$ is associated with the pressure losses when the $D_{s1}$ is activated. The control rule established for this pump is to enable the pump when the pressure $y_{q1}$ is near the lower bound $y_{q1}$, then the pump is activated with a maximum speed (200 logical level) until the upper bound $\bar{y}_{q1}$ is reached.

(ii) **Hydraulic pump.** Similarly to the air-supply pump, the machine has a hydraulic pump to supply flow with enough power to meet the pressure demanded by hydraulic actuators. The energy profile of the three-phase Motor2 ($D_{p2}$) is used as the consumption profile of the hydraulic pump, as displayed in the Figure 2c. The hydraulic system was modeled as

\begin{align}
q_2(k+1) &= q_2(k) + M_{in\text{press}} u_{p2}(k) - M_{out\text{press}}, \quad (2a) \\
y_{q2}(k) &= q_2(k), \quad (2b) \\
y_{\underline{q2}} \leq y_{q2} \leq \bar{y}_{q2}, \quad (2c)
\end{align}

where $q_2, y_{q2} \in \mathbb{R}$ are the accumulator pressure, $M_{in\text{press}} = 5$ bar the pump inlet pressure, $M_{out\text{press}} = 3$ bar the pressure losses of the accumulator and $u_{p2} \in \{0, 1\}$. The control rule is to keep the accumulator pressure within a range of $\underline{y}_{q2} = 50$ bar to $\bar{y}_{q2} = 150$ bar through an on-off control.

(iii) **Coolant-supply pump.** The coolant system maintains proper machining conditions, reducing the high temperature and removing the eroded particles between the workpiece and the electrode. Through a recirculation pump system, the dirty coolant is filtered and transferred to the clean tank for reuse. The consumption profile of this system is emulated by UPS2 ($D_{p3}$) and is shown in the last row in Figure 2d. The dynamic model of this system is presented as follows:

\begin{align}
\begin{bmatrix}
q_{31}(k+1) \\
q_{32}(k+1)
\end{bmatrix} &= \begin{bmatrix}
q_{31}(k) \\
q_{32}(k)
\end{bmatrix} + \begin{bmatrix}
z_1 \\
-z_1
\end{bmatrix} \begin{bmatrix}
\frac{-M_{p31}}{A_d \rho_c} \\
\frac{-M_{p32}}{A_d \rho_c}
\end{bmatrix} \begin{bmatrix}
u_{p3}(k) \\
u_{s2}(k)
\end{bmatrix}, \quad (3a) \\
z_1 &= \left(\frac{A_d \rho_c}{H_{t1 \rightarrow t2} \rho_c + \Delta P_{filter}}\right), \quad (3b) \\
y_{q31}(k) &= \begin{bmatrix} q_{31}(k) \\
q_{32}(k)
\end{bmatrix}, \quad (3c) \\
q_{31} \leq & q_{31} \leq \bar{q}_{31}, \quad (3d) \\
q_{32} \leq & q_{32} \leq \bar{q}_{32}, \quad (3e)
\end{align}
with \( q_{3,1} \in \mathbb{R} \) and \( q_{3,2} \in \mathbb{R} \) the level in the clean tank and dirty tank, respectively. The bounds are \( q_{3,1} = 0.3 \text{ m} \), \( q_{3,2} = 0.6 \text{ m} \), \( \bar{q}_{3,1} = 0.5 \text{ m} \) and \( \bar{q}_{3,2} = 0.8 \text{ m} \). The model constants are defined as \( A_c = 0.0314 \text{ m}^2 \) the clean tank area, \( A_d = 0.0314 \text{ m}^2 \) the dirty tank area, \( \rho_c = 1042.48 \text{ kg/m}^3 \) the coolant density, \( \eta = 0.85 \) the efficiency of pump, \( H_{t1 \rightarrow t2} = 0.6 \) the energy losses by friction, \( \Delta P_{\text{filter}} = 1000 \text{ Pa} \) the filtering coefficient and, \( M_{t p1} = 11 \times 10^{-3} \) and \( M_{t p2} = 9.1 \times 10^{-3} \) are constants associated with the coolant flow required. The input pump operates \( u_{p3} \) with inputs between 100 and 140 logic levels, and the input \( u_{s2} \in \{0,1\} \) associated with device \( D_{s2} \) indicating when clean coolant is used. The control rule for this system is to activate the pump (at full speed \( u_{p3} = 200 \)) when the dirty coolant reaches maximum level \( q_{3,2} \), then all the dirty coolant will filter and transfer to a clean tank until the dirty coolant level reaches a minimum \( q_{3,2} \) allowed.

4. Proposed approach

4.1. Energy models

Traditional methodologies to determine mathematical models imply an exhaustive procedure and are exclusively focused on a particular machine or device. However, this paradigm is changed due to the boom in technology that allows real-time monitoring and measurement of energy consumption. System identification (SI) methodologies, which generate control-oriented models based on measurements [25, 26], allow an interface to be created that applies the theory of control to real-world scenarios, reducing modeling efforts. The model is determined by observing input and output measurements only, without using physical laws.

A previous work proposed a methodology for identifying energy models via subspace identification (Sub-ID) algorithms [27]. This methodology is oriented to the identification of multiple-input and multiple-output (MIMO) systems, given that a machine may have several devices to consider. Therefore, each activation of device is used as model inputs and the energy consumption information used as outputs. Note that the number of outputs may vary depending on the energy sensor or the electrical phases to consider; in this case, a three-phase line is used. The approach used here is state-space identification based on the Hankel matrix created with an input-output identification dataset. This matrix performs as a regressive matrix that solves a least-squares problem, given the linear combination of subspace matrices.
that describe the data. The state-space matrices are computed through the decomposition of the subspace matrices, using reliable and widely known and available numerical algorithms. As a result, the following discrete linear time-invariant state-space model is obtained:

$$
\begin{align*}
    x(k+1) &= A x(k) + B u(k) + \omega(k), \\
    y(k) &= C x(k) + D u(k) + \nu(k),
\end{align*}
$$

being $u \in \mathbb{R}^m$, $y \in \mathbb{R}^l$ and $x \in \mathbb{R}^n$ vectors at discrete-time instant $k$ of the $m$ inputs, $l$ outputs and $n$ states (i.e., the model order) of the system, respectively. Furthermore, $A \in \mathbb{R}^{n \times n}$ the system matrix that describes the dynamics of the system, $B \in \mathbb{R}^{n \times m}$ the input matrix that represents a linear transformation of the current input in the contribution to the next state, $C \in \mathbb{R}^{l \times n}$ the output matrix that describes the effect of current states on outputs, $D \in \mathbb{R}^{l \times m}$ the feedthrough (or feedforward) matrix allows modeling when there is a direct influence of the input over the measurements, $\omega \in \mathbb{R}^n$ and $\nu \in \mathbb{R}^l$ are non-measurable vector signals that affect the states and measures, respectively.

In general, real systems have intrinsic input-output delays associated with data transmission and processing. Although this algorithm supports those delays with a high-order model, it is recommended to shift the input to remove those delays. Thus, the model accuracy is enhanced while avoiding increasing its order. Finally, following this identification procedure, a discrete linear time-invariant energy model is generated with a low fitting error with respect to real behavior and with a low model order, also potentially useful for the design of reliable and reactive controllers. State-space models are widely used in the design of modern control strategies, with numerous industrial processes already described with great precision [28].

For the purposes of this research, an offline model was identified using an identification dataset, and a second dataset was used to validate model performance. As shown in Figure 3, the generated model has a high fit rate with respect to the measurements: it only applies the input sequences and compares the outputs with the measurements (without any feedback). The calculated fit rate is defined as the complement of the normalized root mean squared errors [29], i.e.,

$$
\gamma(S, \hat{S}) = 100 \max \left( 1 - \frac{\|S - \hat{S}\|_2}{\|S - \mu_S\|_2}, 0 \right) \%,
$$

where $S$ is the measured data and $\hat{S}$ is the estimated data.
Figure 3: Comparison between the validation data (three machine cycles) and the model estimation.

where $S$ is the energy consumption measurement, $\mu_S$ the mean measured consumption and $\hat{S}$ the estimated consumption. The model demonstrates the ability of the Sub-ID algorithm to generate highly accurate energy models (greater than 80%). Note that the results may depend on the system and its non-linearities.

4.2. Optimization-based control

In manufacturing processes, machinery is constituted by synchronous and peripheral devices that are controlled via two subsets of discrete inputs $U_s$ and $U_p$, respectively. Both types of inputs form the input vector of the control system

$$U = \begin{pmatrix} U_s \\ U_p \end{pmatrix}. \quad (6)$$

Therefore, as a notation, the subscripts $\bullet_s$ and $\bullet_p$ are used to refer to the matrices of synchronous devices and peripheral devices, respectively. The periodic process is predefined with a fixed, known and periodic activation sequence of $U_s$, with a machine period ($T_{mp}$) that must be synchronized.
with other machines involved in the production line. Peripheral devices perform auxiliary tasks to maintain, cool, clean and ensure correct operation of the machine. The activation/deactivation of $U_p$ depends on sensors and/or timers, e.g., the pressure in a pneumatic system. Thereby, peripheral equipment control law must guarantee that the values of the sensors comply with the defined operating ranges, ensuring the proper conditions of the machine. Dynamic models, called $q$-relations, are used to estimate the behavior of peripheral systems, which indicate the impact of $U_p$ on sensor values.

The only energy sensor installed in the machine provides real-time measurements of energy consumption ($S$) for the entire machine, including synchronous, peripheral, passive, and unknown devices. Passive devices, which have constant consumption, are frequently seen as an offset in electrical signals, e.g., actuators, sensors, and embedded systems, while unknown devices refer to the inputs of devices that are unknown to the controller. Figure 4a depicts the inputs and outputs considered in the control problem.

Due to the periodic and fixed nature of the process, the diverse constraints imposed by the process and device operation modes, a model predictive control (MPC) strategy is proposed to manage the peripheral devices. Based on the previously identified model, the following finite-time open-loop optimization problem is stated:

$$
\min_{\hat{U}(k)} \hat{S}_s(k)\hat{S}_p(k)^T
$$

subject to

$$
\hat{x}_p(k|k) = \hat{x}_{p,0}(k), \quad (7b)
$$
$$
\hat{x}_p(k + k_h + 1|k) = A \hat{x}_p(k + k_h|k) + B_p U_p(k + k_h|k), \quad (7c)
$$
$$
\hat{S}_p(k + k_h|k) = C \hat{x}_p(k + k_h|k) + D_p U_p(k + k_h|k), \quad (7d)
$$
$$
q(k + k_h + 1|k) = f_q(q(k + k_h|k), U_p(k + k_h|k), U_s(k + k_h|k), \quad (7e)
$$
$$
Y_q(k + k_h|k) = h_q(q(k + k_h|k)), \quad (7f)
$$
$$
U_p(k + k_h|k) \in \mathbb{U}_p, \quad (7g)
$$
$$
q(k + k_h|k) \in \mathbb{Q}, \quad (7h)
$$

where $(7b)$ is the initial condition that will change at each sampling time, $(7c)$ and $(7d)$ reflect the energy model considering only the inputs of the peripheral devices, $(7e)$ and $(7f)$ are dynamic models of the $q$-relations, and
(7g) and (7h) are constraints related to the device inputs domain and states of \( q \)-relations, respectively. Depending on the actuator, the inputs domain may be a binary domain (on/off) or a range of values that allow establishing a connection with the power consumption level of the equipment (from low to high levels).

The objective function (7a) seeks the optimal future sequence of peripheral devices inputs

\[
\Omega(k) \triangleq \{U_p(k|k), \ldots, U_p(k + H_p|k)\}
\]

along the prediction horizon \( H_p \) to obtain the most efficient total consumption. This goal is achieved by dividing the estimated total future consumption into

\[
\hat{S}_s(k) = [\hat{S}_s(k|k) \quad \hat{S}_s(k + 1|k) \quad \cdots \quad \hat{S}_s(k + H_p|k)]
\]

and

\[
\hat{S}_p(k) = [\hat{S}_p(k|k) \quad \hat{S}_p(k + 1|k) \quad \cdots \quad \hat{S}_p(k + H_p|k)]
\]

corresponding to estimates of the future energy consumption from synchronous and peripheral devices, respectively. Besides, \( \hat{S}_s(k) \) is computed beforehand to solve the problem, using the model and the future sequence of synchronous device inputs that are always known. In this way, \( \hat{S}_s(k) \) act as weights to penalize activation in high-energy consumption instants; thus, weights will be higher when a peripheral device is activated in the same instant as a synchronous device than when activated when all synchronous devices are deactivated. The resulting linear objective function does not require tuning parameters and has low computational complexity.

The current states of the model and the energy consumption \( \hat{S}_s(k) \) of the synchronous devices are estimated and used as the initial condition in the optimization problem (7) that is solved in each second. Thus, from the computed optimal sequence \( \Omega^*(k) \), only the inputs of the first step \( U_p(k) = U_p^*(k|k) \) are applied to the peripheral devices while the rest of the sequence is discarded \[30\]. The current states of the devices according to the models can be estimated by an observer and the block diagram of the proposed control system using such a proposed observer is shown in Figure 4b.

4.3. Adaptive mechanism
The energy consumption profiles of devices change over time due to degradation resulting from constant use in an industrial environment. Figure 4c depicts an online adaptation scheme to fit the energy model with new energy consumption behaviors. The reference model is initialized using a model identified offline and used to estimate the machine consumption, which is compared with real energy consumption in the adaptation law block. This block generates a new model in each $N_{TM_p}$ machine period, using the $S$, $U_s$, and $U_p$ signals stored in the previous $N_{TM_p}$ machine periods. Using the new model and stored inputs, a new energy consumption estimation $\hat{S}_{new}$ is calculated. The fit rate $[5]$ is computed for both the $\hat{S}$ and $\hat{S}_{new}$, calculations, and chosen is the model with the best fit. If the new model fit-rate value is higher than that of the reference model, the reference model parameters will be updated accordingly.

4.4. Adaptive model predictive control design

Figure 4: Block diagrams related to the proposed approaches.
Integrating the adaptive mechanism explained in Subsection 4.3, the controller was improved to obtain adaptive capabilities against changes in device energy consumption dynamics over time. The new control system block diagram is shown in Figure 4d, where the observer is replaced by the adaptive mechanism. When the adaptation law updates the reference model, the controller model will also be updated, while estimated current states are obtained from the reference model. Thusly, Algorithm 1 gathers all the main steps that the implementation of the control system must follow. Note that $c_{T_{mp}}$ is a counter that increments when the machine period ends, and when $c_{T_{mp}}$ equals $N_{T_{mp}}$, the adaptation strategy is executed, otherwise only the measurements are stored.

5. Energy efficiency improvements

The proposed approach was validated and compared with a RBC strategy – traditionally the most widely used controller for peripheral device management in industry – with the ability to pose or translate expert knowledge using natural language via decisions tree [31]. Initially, the machine used one RBC for each peripheral device. The following three scenarios were designed for the progressive replacement of each RBC and to be able to evaluate the yield of both approaches:

- **Scenario 1.** The proposed approaches (MPC and Adaptive MPC) only managed two peripheral devices, exclusively measuring the power consumption of the periodic process and peripheral devices $P_1$ and $P_3$.

- **Scenario 2.** The $P_2$ consumption was included, but the proposed approach handled the same peripheral devices as in the first scenario; this was because this scenario focused on evaluating the controller when no device was considered. Nonetheless, the consumption of this device should be viewed as a disturbance in the system output. Thus, the aim was to verify the capacity of the adaptive mechanism to reject disturbances and to explore how controller decisions could be affected.

- **Scenario 3.** The proposed approaches managed the three peripheral equipment, evaluating possible improvements in EE when all peripheral devices are smartly synchronized with the power consumption of the machining process.
Algorithm 1 Adaptive MPC scheme

Require: $U_{iden}$ and $S_{iden}$, the identification input-output data
Require: $n$, the model order

1: Compute the initial model

$$\hat{x}(k+1) = A \hat{x}(k) + B U(k)$$
$$\hat{S}(k) = C \hat{x}(k) + D U(k)$$

2: Start-up of the machine and control system
3: Sensor and reference model generate $S(k)$ and $\hat{S}(k)$, respectively
4: Adaptation law block receives and stores $U_s(k)$, $U_p(k)$, $S(k)$ and $\hat{S}(k)$, if $k$ is the end of the machine period then $c_{T_{mp}} = c_{T_{mp}} + 1$
5: If the $c_{T_{mp}}$ is equal to $N_{T_{mp}}$, then let $c_{T_{mp}} = 0$ and go to step 6, otherwise go to step 9
6: A new model is calculated from stored measurements

$$\hat{x}_{new}(k+1) = A_{new} \hat{x}_{new}(k) + B_{new} U(k)$$
$$\hat{S}_{new}(k) = C_{new} \hat{x}_{new}(k) + D_{new} U(k)$$

and computes the $\hat{S}_{new}$
7: If $\gamma(S, \hat{S}_{new})$ is bigger than $\gamma(S, \hat{S})$ then, go to step 8, otherwise go to 9
8: The model used in both the controller and the reference model are updated with the new one
9: Controller computes $\hat{S}_s$ and executes the optimization problem
10: $U_p(k) = U^*_p(k|k)$ is established in peripheral equipment
11: If the process has finished then exit, otherwise go to step 3

All scenarios were designed to emulate a real production facility as closely as possible: the devices should experience progressive degradation pattern on energy consumption emulated by changing configurations. Figure 5 shows the initial and final energy consumption profiles for each energy profile. Note that emulated degradation behaviors are non-linear, not only to mimic a realistic scenario, but also to demonstrate the robustness of the proposed adaptive mechanism.

The EE and performance of the approaches were measured through the following KPIs:
(i) **Total electrical energy consumed.** This value represents the amount of energy that will be charged, so any energy savings will mean a monetary saving for the factory. According to IEEE Std 260.1-2004 [32], consumed electrical energy is measured in terms of Watt hour (Wh) and is expressed as

\[
\text{KPI}_1 = \frac{T_s}{3600} \sum_{k=0}^{N_S} S(k),
\]

where \( S(k) \) is the real power consumed in instant \( k \), \( T_s \) is the sampling time and \( N_S \) is the number of measurements made.

(ii) **Maximum peak.** Decreasing maximum consumption allows contracted energy capacity to be reduced, which in turn means cost savings and better management of available resources. It can be computed as

\[
\text{KPI}_2 = \| \mathbf{S} \|_{\infty},
\]

where \( \mathbf{S} = [S(0), S(1), \ldots, S(N_S)] \) is the set of measurements made.
Table 1: KPI values for each approach and scenario.

<table>
<thead>
<tr>
<th>KPI</th>
<th>Controller</th>
<th>RBC</th>
<th>Adaptive MPC</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>KPI1</strong>: Energy consumption [Wh]</td>
<td>N_p = 2</td>
<td>Scenario 1</td>
<td>Scenario 1</td>
</tr>
<tr>
<td></td>
<td>722.90</td>
<td>748.33</td>
<td>N_p = 3</td>
</tr>
<tr>
<td></td>
<td>796.66</td>
<td>794.16</td>
<td>Scenario 2</td>
</tr>
<tr>
<td></td>
<td>748.33</td>
<td>785.83</td>
<td>Scenario 3</td>
</tr>
<tr>
<td><strong>KPI2</strong>: Maximum peak [kW]</td>
<td>1.03</td>
<td>0.95</td>
<td>N_p = 3</td>
</tr>
<tr>
<td></td>
<td>1.09</td>
<td>1.02</td>
<td>Scenario 2</td>
</tr>
<tr>
<td></td>
<td>0.96</td>
<td>0.99</td>
<td>Scenario 3</td>
</tr>
<tr>
<td><strong>KPI3</strong>: Load factor [%]</td>
<td>72.20</td>
<td>76.71</td>
<td>N_p = 3</td>
</tr>
<tr>
<td></td>
<td>72.39</td>
<td>76.23</td>
<td>Scenario 2</td>
</tr>
<tr>
<td></td>
<td>77.32</td>
<td>81.32</td>
<td>Scenario 3</td>
</tr>
<tr>
<td><strong>KPI4</strong>: Standard deviation [W]</td>
<td>372.15</td>
<td>324.03</td>
<td>N_p = 3</td>
</tr>
<tr>
<td></td>
<td>384.57</td>
<td>343.07</td>
<td>Scenario 2</td>
</tr>
<tr>
<td></td>
<td>320.95</td>
<td>314.16</td>
<td>Scenario 3</td>
</tr>
</tbody>
</table>

* N_p: the number of peripherals devices considered.

(iii) **Load factor.** This is the ratio between the energy consumed and the maximum energy demand contracted during a defined period (hours, days, weeks or months). The load factor is expressed as a percentage as follows:

\[
KPI_3 = 100 \frac{KPI_1}{N_{KPI_2}^S}, \quad (10)
\]

where \(N_{KPI_3}^S\) is energy consumption at maximum demand contracted in a period of \(N_{KPI_2}^S\) samples. A suitable load factor must be greater than 50% since it means that at least half the capacity is used.

(iv) **Standard deviation.** Energy consumption in an industrial process with low deviation represents an optimal use of resources, as it reflects the avoidance of power peaks and convergence to constant consumption. Standard deviation is defined as:

\[
KPI_4 = \sqrt{\frac{1}{N_{KPI_2}^S} \sum_{k=0}^{N_{KPI_2}^S} (S(k) - \mu_{S})^2}, \quad (11)
\]

where \(\mu_{S}\) is the mean value of energy consumption in an instant \(S(k)\) and \(N_{KPI_2}^S\) is within a suitable time frame for analysis (greater than a machine period), in this case, one hour.

Each approach and scenario was executed 10 times and in 125 \(T_{mp}\), representing an hour of machine work. The mean KPI values obtained are presented in Table 1 for a deviation of less than 5%. The KPI values obtained for both proposed approaches were an improvement over the RBC approach; with an energy saving of up to 16.3Wh, the maximum peak and standard deviation decreased by around 13 W and 96 W, respectively. Although the RBC strategy obtained a load factor value greater than 50%, which is desirable, both approaches proposed improved on that value by between 4% and 9%.
Table 2: Energy efficiency improvements.

<table>
<thead>
<tr>
<th>KPI \ Controller</th>
<th>MPC</th>
<th>Adaptive MPC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Scenario 1</td>
<td>Scenario 2</td>
</tr>
<tr>
<td>KPI1: Energy consumption</td>
<td>0.55</td>
<td>0.63</td>
</tr>
<tr>
<td>KPI2: Maximum peak</td>
<td>7.07</td>
<td>8.57</td>
</tr>
<tr>
<td>KPI3: Load factor</td>
<td>7.08</td>
<td>9.06</td>
</tr>
<tr>
<td>KPI4: Standard deviation</td>
<td>22.77</td>
<td>23.49</td>
</tr>
</tbody>
</table>

The EE gains using the proposed approach for each scenario are summarized in Table 2. Although the 2% energy saving may not seem to be very important in terms of quantity, it should be understood that the improvement was accomplished by changing the scheduling of peripheral devices without modifying device hardwares or machining sequences. The inclusion of an adaptive mechanism has managed to save more energy than keeping a computed model offline. When the controller has an updated model of the machine’s current energy consumption, decision making is better. However, the adaptive approach sacrifices other KPIs to maximize energy savings and is more sensitive to disturbances. The MPC maintained a high load factor improvement and produced better results for scenario 2, when there were disturbances. The MPC is not sensitive to disturbances, however, because they have not been modeled, whereas in the adaptive approach, the measures used to generate new models online include disturbances. Finally, the best scenario in terms of maximizing performance is to manage all the peripheral devices (scenario 3).

Figure 6 depicts the profiles for four machine cycles when each approach managed all the peripheral devices. The reduction in high energy demand is appreciable and is, furthermore, intelligently distributed over time. Note how the proposed approaches activated peripheral devices when consumption for the machining process was lower. Although their decisions were very similar, the adaptive approach achieved lower consumption than the MPC approach, which depends on the reference model used by the controller. This explains why it is important to have an updated model that has been calculated with suitable parameters.

The adaptive approach achieved a fit greater than 80% in all the experiments. Two examples are shown in Figure 7a and 7c of scenarios 2 and 3, respectively. In scenario 2, as the input $P_2$ was not considered, the identification method could not adequately model the corresponding energy profile. This was because, when $P_2$ was activated, there were no changes in the model.
output since the model inputs experienced no changes. Furthermore, an incorrect model with a high fit can be generated that assigns disturbance \( P_2 \) consumption to other known devices, increasing steady-state error. When that happens, the reference model might be replaced by an incorrect model and the estimated consumption may deviate from real consumption in the ensuing machine periods. An example is displayed in Figure 7b at around 78 \( T_{mp} \), where the evolution of the fit of the reference model, in each machine period, is presented without and with an adaptive approach. Note how the adaptive approach was rapidly self-adjusting and maintained a high fit. The fit of the MPC model deteriorated over time, while in most periods, the adaptive approach maintained a fit of over 80%.

For scenario 3, the adaptive mechanism provided a fit greater than 82% during the entire experiment for all the tests carried out; an example is shown in Figure 7c. Note that, during the production process, when the second cut was made in the material, there was some steady-state error due to non-linearity between input and output that the linear model could not represent. Figure 7d shows how the adaptive approach that began with a model with high error converged to models with low error. Although the MPC and Ada-MPC started with the same reference model, the first fit for each approach
Figure 7: Adaptive mechanism performance. (a) and (c) Comparison of energy measurements with the reference model output. (b) and (d) Comparison of model fit evolution between the adaptive model and the model identified offline.
was very different, because this depended on the state of the machine or the environment, which changed energy consumption, especially the offset. Similar to what happened in scenario 2, the model used for MPC deteriorated over time, whilst the adaptive approach maintained fit at between 82% and 92%. These results show the ability of the proposed approach to adapt to changes in the consumption profile of the machine over time and the feasibility of carrying it out in real industrial applications.

6. Conclusions

A methodology to reduce the cost and environmental impact associated with the energy consumed by an industrial machine has been defined. The methodology is based on identification algorithms towards getting a linear data-driven model that generates a highly accurate (greater than 80%) machine energy model. With this energy model, an optimization-based controller with prediction features manages peripheral devices to maximize machine efficiency. The proposed controller minimizes the total power consumption while reducing the maximum power peak, ensuring efficient power consumption.

Since in an industrial production environment the constant operation of devices causes progressive device degradation and may lead to energy consumption dynamics changing over time, an adaptive mechanism is proposed to react to new dynamic behaviors, keeping the controller up-to-date. As a result, the estimated consumption will be close to the current consumption of the machine. The controller and adaptive mechanism were implemented in a real time and validated using the IIC testbed.

The proposed approach was compared with the widely used rule-based control approach, whose performance and energy efficiency were assessed using four key performance indicators. The validation was designed to progressively replace the rule-based control of each peripheral equipment, presenting three scenarios: the first scenario, the control system manages only two peripheral devices without measuring the consumption of the third. The second scenario, the consumption of the third peripheral was measured but the control system did not consider its input, performing as a disturbance. Finally, the third scenario, the control system manages all peripheral equipment. Furthermore, in all scenarios, the energy degradation of all devices was emulated by changing the configuration of each one.
In Scenario 2 (with disturbances), both the control and the adaptive mechanism demonstrate robustness against disturbances; the controller managed to save approximately 1.3% energy and reduce the maximum power peak by up to 5.9%, the adaptive mechanism ensured that the prediction had an fit rate of around 80%. In scenario 3 (controlling all peripheral equipment), the controller saved around 2% of energy and reduced maximum consumption by up to 11%, and the adaptive mechanism converged to models with a fit rate greater than 82% over time. These results indicate that the proposed approach obtains better improvements by increasing the number of peripheral equipment to be managed and suitable robustness for industrial cases. Depending on the particular case, results may vary, but the findings here suggest that there is room for savings in terms of energy consumed, contracted capacity and penalties for high consumption. Taking into account that these improvements have been achieved without modifying or investing in new hardware.

With the meaningful results obtained, and in order to increase the robustness of the proposed approach, a delay estimator will be integrated into the adaptive mechanism, thus, high variations in input-output delay will be allowed. Furthermore, a modeling strategy should be developed to consider the typical input-output nonlinearities found in the power consumption of industrial machines. As well as, the proposed control system will be validated into the real industrial environment.
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