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Abstract—The intrinsic redundancy of large-scale control systems allows to differentiate between the nominal system configuration, where the dynamics of the plant are controlled through a specific subset of actuators, and the possible configurations that arise from the combination of all the existing actuators (nominal plus back-up ones). After the occurrence of an unexpected event (component fault, isolation of a specific area due to security concerns, etc), some of the back-up system actuators can be used in order to guarantee that the system performance will remain within some admissible margins. Thus, given a scenario that causes a non-admissible system operation with the nominal configuration, the possibility to use back-up actuators in order to improve the system performance expands the traditional fault tolerant control scenario defining a new problem. Accordingly, this work is devoted to the introduction of the problem which is solved by formulating the actuator selection as a mixed-integer programming optimization. A water distribution network is used with the aim to illustrate the new problem implications as well as to demonstrate the validity of the proposed solution.

I. INTRODUCTION

Large-scale control systems are exposed to incidents that may disrupt the system nominal operation such as: component fault, planned interruptions due to periodic maintenance, isolation of a part of the network to stop the propagation of a threat, etc. An adequate management of such situations becomes fundamental in order to protect the system integrity and accelerate the restoration to its nominal operation. The fact that large-scale systems tend to present certain physical redundancy can be exploited in order to manage performance-compromising scenarios, and, by means of a proper system reconfiguration, inadmissible effects on the system performance may be prevented for a sufficiently long period of time.

From an automatic control perspective, the management of such situations is placed within the fault tolerant control (FTC) problem. Usually, FTC is divided into passive FTC schemes, which work with a fixed controller that provide robust properties under certain faults, and active FTC schemes, which restructure the control loop and adapt the controller to the faulty plant [1]. Traditionally, active FTC advances have focused in achieving fault accommodation by exploiting the analytical redundancy of the system variables for a fixed sensors-actuators structure, while the term physical redundancy was relegated to consider duplication of hardware components, and hence, reducing the FTC problem into the switching of the faulty component by a healthy one [2].

Nevertheless, little attention has been paid to the fact that, apart from nominal set of actuators, large-scale systems ( specially network systems) may exhibit alternative connections and actuators that can be used under some circumstances, and where the capability to modify the input structure with the addition of new control variables extends the previous definition of active FTC. This redundant structure appears in water distribution networks (WDNs), where the control of the water tanks levels and demand flow satisfaction is achieved by means of a nominal set of valves and pumps. However, large WDNs usually include a set of alternative valves (normally closed), pumps (normally off) and secondary pipes that could be used in an emergency. The use of a subset of such alternative actuators, may yield a reconfigured system that presents an admissible performance in a situation where the nominal system performance becomes inadmissible.

The system reconfiguration problem is a well-known problem in power grids. The so-called power distribution network reconfiguration (PDNR) problem, studies the system switches disposition in order to reduce power loss, increase system security and/or enhance power quality [3]. However, the binary structure of the switches has led to specific algorithms for PDNR [4], which are hard to extrapolate to more general cases. From a strictly automatic control perspective, there are few references that address this problem. Among the most remarkable ones, there is Chapter 4 of [5] where the reconfiguration problem is addressed within a mixed logical dynamical (MLD) framework: I) together with the control using a predictive control scheme; II) with a two decision level procedure, a first level where the set of new inputs used for control are selected, and a second level where a receding control strategy including the new inputs is applied.

The presented problem can also be treated as a control allocation problem (CAP) [6], [7], which should be extended with the selection of the appropriate actuators under certain optimality criteria. Besides, the varying input structure of the system reconfiguration problem, resembles some of the challenges faced by plug & play control schemes [8]. Referring back to WDNs, works like [9] provide a response methodology for reducing the impact of failure situations, where the selection among a possible set of interventions relies on genetic algorithms.

According to the aforementioned background information, this paper is devoted to the introduction of the system
reconfiguration problem in the sense of selecting the appropriate hardware components after the occurrence of an incident and subject to the fulfillment of certain performance conditions. The extraordinary circumstances that trigger the reconfiguration problem define a clear hierarchy in the control objectives, prioritizing the required reconfiguration effort or safety related metrics over other objectives like, for example, economic objectives. Therefore, the actuator selection is addressed using a lexicographic approach, where the combinatorial nature of the problems lead to mixed-integer programming (MIP) optimizations which are known to be NP-complete, with a worst-case optimization time that scales exponentially with problem size. Several heuristics can be applied in order to reduce the number of explored nodes in the MIP problem. The aim of this formulation is to provide a support tool that helps system operators to efficiently deal with this type of situations. Consequently, in the present paper, the actuators selection is based on an open loop optimization for systems modelled as discrete linear difference-algebraic equations. A small portion of a WDN is used in order to exemplify the problem.

The remainder of the paper is organized as follows: Section II formulates the problem statement. The actuators selection method is presented in Section III. Section IV, introduces the case study considered, and the obtained results are analysed in Section V. Finally, the main conclusions are drawn in Section VI.

II. PROBLEM STATEMENT

In order to illustrate the problem, let us consider the control-oriented model of a WDN which may be described by means of a set of linear (or linearised) discrete linear difference-algebraic equations (DAE) [10], for all time instant \( k \in \mathbb{N} \):

\[
x_{k+1} = Ax_k + Bu_k + B_d d_k \quad (1a)
0 = Eu_k + B_d d_k \quad (1b)
\]

where the difference equation (1a) describes the dynamics of the plant, and the algebraic equations in (1b) describe the static relations in the network. Vector \( x_k \in \mathbb{R}^n \) denotes the state variables, \( u_k \in \mathbb{R}^m \) the control actions and \( d_k \in \mathbb{R}^d \) represents the demanded flow modelled as additive measured disturbances. Moreover, \( A, B, B_d, E, E_d \) are time-invariant matrices of suitable dimensions dictated by the network topology. Let us denote as \( \mathscr{A} \) the system structure (1a)-(1b).

Assumption 1: The states \( x_k \) and demands \( d_k \) are observable at time instant \( k \) and the pair \((A, B)\) is stabilisable.

Furthermore, the system is subject to state and control constraints \( \forall k \):

\[
u_k \in \mathcal{U}, \quad x_k \in \mathcal{X}
\]

where \( \mathcal{U} \subset \mathbb{R}^m \) is compact and \( \mathcal{X} \subset \mathbb{R}^n \) is closed.

Throughout this work it is also assumed that a diagnosis block, or a human operator in case for example of a maintenance routine, feeds the tolerant control scheme with a reasonable estimation of the incidence (or event) affecting the system. In this regard, let us consider the set \( \mathcal{E} = \{f_1, ..., m_i, ..., a_i, ...\} \) that encompasses all possible events that may affect the system, including: possible component faults \( f_i \), maintenance routines \( m_i \), physical or cyber attacks \( a_i \), etc. The effect of such events is multiplicatively modelled affecting the system matrices.

Considering the presence of the diagnosis block, the following temporal sequence is defined: an event occurs at time \( k_0 \), the event is diagnosed at \( k_d \geq k_0 \) and the appropriate interventions are immediately carried out. Depending on the nature of the event \( e \in \mathcal{E} \), a time horizon \( N \) is considered such that the normal restoration of the service is expected before the sample \( k_f = k_d + N \).

Assumption 2: Unexpected events are immediately diagnosed, i.e. \( k_d = k_0 \).

Hence, after the occurrence of an event at \( k_0 \), for \( k \geq k_0 \) the system will evolve according to

\[
x_{k+1} = A(e)x_k + B(e)u_k + B_d(e)d_k
0 = E(e)u_k + E_d(e)d_k \quad (3a)
\]

starting at \( x_{k_0} \). Let us denote as \( \mathscr{A}_e \) the system structure (3a)-(3b) after the occurrence of \( e \in \mathcal{E} \).

Note that the shut down of the \( i^{th} \) actuator implies that the corresponding column of the input matrices \( B(e) \) and \( E(e) \) are set to zero.

The decision whether or not use some of the existing alternative actuators is based on the expected \( \mathscr{A}_e \) performance during the corresponding time horizon \( N \). Below, the admissibility performance conditions and the considered actuators classification are presented.

A. Admissibility condition

Let us consider a reference system evolving according to

\[
x_{k+1} = A x_k + B u_k + B_d d_k \quad (4)
\]

where \( d_k \) is the flow demand prediction at time \( k \) inferred from the periodic patterns of the network. Based on the reference dynamics (4), the user may define several quantitative factors in order to assess the system operation. In the present work, the system performance will be evaluated according to

\[
J_N(\mathscr{A}, x_{k_0}, \tilde{x}, \bar{d}, \bar{u}) = \sum_{j=1}^{N-2} ||(x_j - \hat{x}(k_0 + j)|k_0)||_Q^2 + \sum_{j=0}^{N-2} ||u(j + 1) - u(j)||_R^2 \quad (5)
\]

where the considered quadratic cost is a function of the system evolution \( \mathscr{A}_e \), the initial state \( x_{k_0} \), the sequences of reference state \( \tilde{x} = (x'_{k_0}, ..., x'_N) \), predicted demands \( \bar{d} = (\bar{d}_{k_1}, ..., \bar{d}_{k_{j-1}}) \) and the computed control actions \( \bar{u} = (u(0), ..., u(N - 1)) \). The vector \( \hat{x}(k + j)|k \) denotes the prediction of the state at time \( k \) and \( j \) samples into the future. The weighting matrices \( Q \) and \( R \) are positive semi-definite with appropriate dimensions.

After the occurrence of an event \( e \in \mathcal{E} \) at \( k_0 \), the expected performance \( \alpha_N(\mathscr{A}_e, x_{k_0}) \) during the horizon \( N \) for system \( \mathscr{A}_e \) is computed as
\[ \alpha_N(\mathscr{J}, x_{k_0}) = \min_{\bar{a}} J_N(\mathscr{J}, x_{k_0}, \bar{x}, \bar{d}) \]
\[
\text{s.t.} \quad \dot{x}(k_0 + j + 1 | k_0) = g(u(j), \dot{x}(k_0 + j | k_0), \mathscr{J}, \bar{d}) \\
\quad \dot{x}(k_0 | k_0) = x_{k_0} \\
\quad \dot{x}(k_0 + j | k_0) \in \mathscr{J} \quad \forall j \in \{0, ..., N\} \\
\quad u(j) \in \mathcal{U} \quad \forall j \in \{0, ..., N-1\}
\]
(6)

with \( \dot{x}(k_0 + j + 1 | k_0) = g(u(j), \dot{x}(k_0 + j | k_0), \mathscr{J}, \bar{d}) \) representing the system evolution according to (3a)-(3b).

Consequently, the condition that validates the admissibility of a faulty system is formulated as
\[ \alpha_N(\mathscr{J}, x_{k_0}) \leq \alpha_N(x_{k_0}) \]
(7)
where \( \alpha_N(x_{k_0}) \in \mathbb{R} \) is a threshold value selected by the user.

A natural way to set the admissible performance threshold is by referring it to the expected nominal performance:
\[ \alpha_N(x_{k_0}) = \beta \cdot \alpha_N(\mathscr{J}, x_{k_0}, \mathcal{U}, \bar{d}) \]
with \( \beta \in \mathbb{R} \) such that \( \beta \geq 1 \) (it is to be expected that the system performance in an abnormal situation will be worse than the nominal one).

If condition (7) is not satisfied, a quest must be performed searching for possible system configurations that fulfill it.

B. Actuators classification

By denoting as \( \mathscr{A} \) the set of all actuators (with cardinality \( |\mathscr{A}| = n_A \)), then, the following classification can be performed:
- \( \mathscr{A}_N \subseteq \mathscr{A} \) is the subset of all the actuators used in the nominal operation. Note that the performance of this control elements is subject to the occurrence of an event \( (|\mathscr{A}_N| = n_N) \).
- \( \mathscr{A}_E = \mathscr{A} \setminus \mathscr{A}_N \) is the subset of nominal actuators that rest after the occurrence of an event \( e \in \mathcal{E} \) (\( |\mathscr{A}_E| = n_E \)).
- \( \mathscr{A}_R = \mathscr{A} \setminus \mathscr{A}_N \) is the subset of all other alternative actuators that can be additionally used for system reconfiguration (\( |\mathscr{A}_R| = n_R \)).
- \( \mathscr{A}_C \subseteq \mathscr{A}_R \) encompasses the subset of alternative actuators that are considered in the optimization stage. The selection of \( \mathscr{A}_C \) depends on the event \( e \in \mathcal{E} \) (\( |\mathscr{A}_C| = n_C \)).
- \( \mathscr{A} = \mathscr{A}_C \) is the selected subset of alternative actuators that are temporarily used during the time horizon \( N \) in order to guarantee a certain performance level (\( |\mathscr{A}| = n_A \)).

Note that, according to the previous definitions, the set of candidate actuators \( \mathscr{A}_C \) is only made up of alternative actuators. Thus, in this case, the set of already used actuators \( \mathscr{A}_E \) is maintained and not included in the selection process.

Two remarks must be made: 1) an appropriate selection of the candidate actuators \( \mathscr{A}_C \) (among all the possible alternatives \( \mathscr{A}_R \)) may accelerate the convergence time of the optimization stage. Knowledge of the network dynamics can be used in this step to get rid of non consistent combination of actuators; 2) not all the actuators in \( \mathscr{A}_R \) imply the same reconfiguration effort, i.e. some of them may be easily turned on (like automated valves), while others should only be employed under critical circumstances. This might be reflected in the weights associated to each actuator.

III. ACTUATOR SELECTION

A. Control objectives during the reconfiguration stage

After the occurrence of an event, a hierarchical list of control objectives must be established. Let us consider an example of \( p \) different objectives listed in decreasing priority order
- **Objective 1**: minimize the number of alternative actuators used in the reconfiguration (\( f_1 \)).
- **Objective 2**: minimize the performance degradation within the admissibility margins (\( f_2 \)).
- ...  
- **Objective \( p \)**: the less important objective (\( f_p \)) with \( f_j \) being a scalar-valued objective function for all \( i \in \{1, ..., p\} \).

B. Actuator selection optimization

Let us denote as \( v_k \in \mathbb{R}^{nC} \) the values of control variables associated to the elements in the \( \mathscr{A}_C \) set. These control variables are subject to the constraint
\[ v_k \in \mathcal{V} \]
(8)

where \( \mathcal{V} \subseteq \mathbb{R}^{nC} \) is a compact set.

In order to select the elements of \( \mathscr{A}_A \) that constitute the final set of actuators \( \mathscr{A}_F = \mathscr{A}_E \cup \mathscr{A}_A \), an auxiliary vector \( z_k \in \mathbb{R}^{nC} \) is used, such that
\[ z_k = diag(\delta) \cdot v_k \]
(9)
where \( diag(\cdot) \) is a square matrix with elements in the diagonal, and \( \delta = [\delta_1, ..., \delta_n]^T \in \{0,1\}^n \) is a vector of Boolean variables that sets the use of the corresponding actuators for all \( k \in [k_0, k_f] \)
\[ \forall k \in [k_0, k_f] \rightarrow [\delta_k = 0] \quad \text{the } i^{th} \text{ actuator is not used} \]
\[ \forall k \in [k_0, k_f] \rightarrow [\delta_k = 1] \quad \text{the value of the } i^{th} \text{ actuator is } v_k^i \]
(10)

The previous logical statements can be transformed into equivalent linear integer programs [11] as follows
\[ diag(\delta) \cdot v_k \leq z_k \leq diag(\overline{\delta}) \cdot \overline{v}_k \]
\[ v_k - diag(1 - \delta) \cdot \overline{v} \leq z_k \leq v_k - diag(1 - \delta) \cdot \overline{v} \]
(11)

where \( \overline{v}, \overline{v} \in \mathbb{R}^{nC} \) represent the upper and lower bounds for the variable \( v \), which can be obtained by means of the interval hull of the \( \mathcal{V} \) set.

Note that the binary vector \( \overline{\delta} \) provides direct information regarding which actuators in \( \mathscr{A}_C \) should be turned on. Also note that, with the previous formulation, this vector maintains the same values throughout the time horizon \( N \).

With the consideration of the possible new actuators, the system will evolve according to
\[ x_{k+1}^e = A(e)x_k^e + \left[ B(e) \quad B_{Ac} \right] \begin{bmatrix} u_k^e \hline z_k \end{bmatrix} + B_d(e)d_k \]
(12a)
\[ 0 \quad \left[ E(e) \quad E_{Ac} \right] \begin{bmatrix} u_k^e \hline z_k \end{bmatrix} + E_d(e)d_k \]
(12b)

where \( B_{Ac}, E_{Ac} \) are the input matrices associated to the elements in \( \mathscr{A}_C \). Let us denote system (12a)-(12b) as \( \mathscr{J}_u \).
Therefore, the actuator selection subject to the fulfilment of the admissibility conditions expressed in Section II-A, is formulated as a multi-objective optimization problem $\mathcal{P}$ of the form

$$\mathcal{P} : \min_{\delta, \theta} f = \begin{bmatrix} f_1, & f_2, & \ldots, & f_p \end{bmatrix}^T$$

subject to:

$$J_N(\mathcal{J}_a, x_{0}, \mathcal{J}, \hat{d}) \leq \sigma_N(x_{0})$$

$$\dot{x}(k_0 + j + 1) = g(u(j), z(j), \dot{x}(k_0 + j), \mathcal{J}, \hat{d})$$

$$v(j) - \text{diag}(1 - \delta)\hat{v} \leq z(j) \leq v(j) - \text{diag}(1 - \delta)\hat{v}$$

$$\text{diag}(\delta)\hat{v} \leq z(j) \leq \text{diag}(\delta)\hat{v}$$

$$x(j) \in \mathcal{X}^r \quad \forall j \in \{0, \ldots, N\}$$

$$u(j) \in \mathcal{U}, \quad v(j) \in \mathcal{V} \quad \forall j \in \{0, \ldots, N-1\}$$

(13)

There are several approaches for solving multi-objective optimizations, being the most popular to form a scalar cost function composed of a linear weighted sum of the individual cost functions $f_i$. Nevertheless, the exceptional nature of the events that trigger the reconfiguration problem define a clear hierarchy between the different objectives, motivating thus the use of lexicographic approach in order to tackle the optimization problem $\mathcal{P}$.

C. Lexicographic approach

In order to present the lexicographic approach let us express the multi-objective problem $\mathcal{P}$ in (13) as

$$\mathcal{P} : \min_{\theta \in \Theta} f(\theta)$$

(14)

where the vector $\theta$ encompasses the different decision variables and $\Theta \subset \mathbb{R}^d$ is its admissible set. The vector-valued objective function $f : \Theta \to \mathbb{R}^p$ is such that $f(\theta) := [f_1(\theta), \ldots, f_p(\theta)]^T$ being $f_i : \Theta \to \mathbb{R}$ the scalar-valued objective functions defined in Section III-A.

According to [12], a given $\theta^* \in \Theta$ is a lexicographic minimizer and $f(\theta^*)$ is the lexicographic minimum of $\mathcal{P}$, if and only if there does not exist a $\theta \in \Theta$ and an $i^*$ satisfying $f_{i^*}(\theta) < f_{i^*}(\theta^*)$ and $f_i(\theta) = f_i(\theta^*), \quad i = 1, \ldots, i^*-1$.

An interpretation of the above definition is that a solution is a lexicographic minimum if and only if an objective $f_i$ can be reduced only at the expense of increasing at least one of the higher-prioritized objectives $\{f_1, \ldots, f_{i-1}\}$. Note that lexicographic solution is a special type of Pareto-optimal solution that takes into account the order of the objectives. For a problem $\mathcal{P}$ a lexicographic minimizer exists and the lexicographic minimum is unique [12].

Among the different approaches to find the lexicographic minimum, the present work uses the sequential solution method summarized in Algorithm 1 [13].

Note from step 5 of Algorithm 1 that the lexicographic minimizer is not guaranteed to be unique. A sufficient condition for guaranteeing the uniqueness of the lexicographic minimizer is that at least one of the cost functions $f_i$ is strictly convex and attains its minima inside $\Theta \neq \emptyset$. For this particular case, the minimizer is obtained as

$$\theta^* = \arg \min_{\theta \in \Theta} \{f_i(\theta) \mid f_j(\theta) \leq f^*_j, \quad j = 1, \ldots, i - 1\}$$

(15)

Algorithm 1 Lexicographic multi-objective optimization using the sequential solution method

1: $f^*_1 = \min_{\theta \in \Theta} f_1(\theta)$
2: for $i = 2$ to $p$ do
3:   $f^*_i = \min_{\theta \in \Theta} \{f_i(\theta) \mid f_j(\theta) \leq f^*_j, \quad j = 1, \ldots, i - 1\}$
4: end for
5: Determine the lexicographic minimizer set as:
6:   $\theta^* \in \{\theta \in \Theta \mid f_j(\theta) \leq f_j(\theta^*), \quad j = 1, \ldots, r\}$

and there will be no need to continue Algorithm 1 for the remaining steps $\{f_{i+1}, \ldots, f_p\}$.

D. Specific minimum lexicographic

Let us consider the specific case that only the two first control objectives presented in Section III-A are considered. Then, this control objectives can be formulated as

$$f_1 = ||\delta||^2_m$$

(16a)

$$f_2 = J_N(\mathcal{J}, x_{0}, \mathcal{J}, \hat{d}, \hat{u})$$

(16b)

where $m \in \mathbb{R}^{n_c}$ is a vector that weights the reconfiguration effort associated to each candidate actuator.

The binary-valued vector $\delta$, in addition with the existence of a threshold value in the objective function $f_2$, allows finding a lexicographic minimum by defining a weighted scalar objective function $f^*$ of the form [14]

$$\mathcal{P} : \min_{\theta \in \Theta} f^* = \gamma \cdot f_1 + f_2$$

(17)

for $\gamma > \sigma_N(x_{0})$ and the components $m_i \geq 1, \quad \forall i \in \{1, \ldots, n_c\}$.

That is, minimizing the number of required alternative actuators (given by $\delta$) always result in a greater reduction in cost than the minimization of the $f_2$ objective.

It must be noted that, by solving the optimization problem formulated in (17), the information retrieved from the obtained minimizer $\theta^*$ is: the configuration with minimum number of alternative actuators that guarantees the fulfillment of the admissibility condition, and for the case of more than one minimum configuration satisfying it, then, the configuration that achieves the best performance degradation within the established margins.

Despite the efficiency of modern MIP solvers, the combinatorial nature of the problem is subject to a worst-case exploration of $2^{nc}$ nodes in the search tree. In some applications, there may exist a limit in the maximum number $s$ ($s < n_c$) of interventions that can be performed, e.g. manual operations with limited staff. Thus, these constraints should be added to the optimization as

$$\sum_{i=1}^{n_c} \delta_i \leq s$$

(18)

with the aim of limiting the extent of the search tree to $\sum_{k=0}^{s} \binom{n_c}{n_c-k} < 2^{n_c}$ nodes, reducing thus, the worst execution time of each optimization.
IV. CASE STUDY DESCRIPTION

The considered case study is a simplified network based on a portion of the Barcelona WDN. The system under study consist of: \( n_s = 4 \) tanks, \( n_d = 5 \) sinks, \( n_q = 2 \) nodes, \( n_s = 4 \) sources and \( n_T = 16 \) actuators. Thus, the set \( \mathcal{A}_T = \{1, \ldots, 16\} \) conforms the total set of the enumerated actuators.

For academic purposes, let us assume that the first \( n_N = 9 \) actuators are the ones used in nominal operation, i.e. \( \mathcal{A}_N = \{1, \ldots, 9\} \). On the other hand, the rest of the existing actuators are considered as alternative \( \mathcal{A}_R = \{10, 11, 12, 13, 14, 15, 16\} \), that is, without any effect in the system nominal operation (pumps off and valves closed). Fig. 1 depicts a schematic plot of the network structure, where the nominal actuators (and their associated pipes) are plotted in blue, the alternative elements are shown in green and the system tanks are depicted in black.

From the total of \( n_T = 16 \) actuators, the elements \( \{1, 3, 7, 11, 15\} \) are pumps, while the rest are valves capable to regulate the flow passing through the pipe. The use of the pumps has an associated electrical cost that will be used in a planner stage, but not as a measurement of performance.

The expected demands patterns follows a cycle pattern of 24h and the considered sampling time \( T_s \) is 1h.

The tank volumes (system states \( x \in \mathbb{R}^4 \)), the flow through the nominal actuators (nominal control actions \( u \in \mathbb{R}^9 \)) and the flow passing through the alternative actuators (alternative control actions \( v \in \mathbb{R}^7 \)), are subject to physical constraints

\[
\underline{x} \leq x \leq \bar{x} \quad u \leq u \leq \bar{u} \quad v \leq v \leq \bar{v}
\]

with

\[
\begin{align*}
\underline{x} & = [198, 480, 0, 800]^T (m^3) \\
\bar{x} & = [3870, 3250, 14450, 3100]^T (m^3) \\
\underline{u} & = [0, 0, 0, 0, 0, 0, 0, 0, 0]^T (m^3/s) \\
\bar{u} & = [0.03, 0.03, 0.4, 0.22, 0.75, 1.8, 5.34, 0.8, 0.07]^T (m^3/s) \\
\underline{v} & = [0, 0, 0, 0, 0, 0, 0]^T (m^3/s) \\
\bar{v} & = [0.12, 0.05, 0.011, 0.5, 0.159, 2.50, 2.90]^T (m^3/s)
\end{align*}
\]

Table I

<table>
<thead>
<tr>
<th>Scenario</th>
<th>( k_0 )</th>
<th>( N )</th>
<th>( \beta )</th>
<th>( \mathcal{A}_R )</th>
<th>( \mathcal{A}_C )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10h</td>
<td>24h</td>
<td>1.5</td>
<td>( \mathcal{A}_N )</td>
<td>( \mathcal{A}_R )</td>
</tr>
<tr>
<td>2</td>
<td>4h</td>
<td>24h</td>
<td>1.5</td>
<td>( \mathcal{A}_N \setminus {4, 9} )</td>
<td>( \mathcal{A}_R )</td>
</tr>
<tr>
<td>3</td>
<td>4h</td>
<td>24h</td>
<td>1.5</td>
<td>( \mathcal{A}_N \setminus {4, 9} )</td>
<td>( \mathcal{A}_R \setminus {12} )</td>
</tr>
<tr>
<td>4</td>
<td>2h</td>
<td>6h</td>
<td>1.5</td>
<td>( \mathcal{A}_N )</td>
<td>( \mathcal{A}_R )</td>
</tr>
</tbody>
</table>

A. Reference model

As stated in Section II, the system performance is compared with respect to a reference model. The design of the reference trajectories is done following an economic MPC planner, where the cyclic behaviour of water consumption and electricity cost are used in order solve an open-loop optimization, minimizing the associate cost of the plant operation [15].

The obtained trajectory exhibit a 24h periodic pattern that takes advantage of the lower electricity prices to fill the deposits during the night.

B. Scenarios

Different scenarios were tested in order to validate the proposal. The considered parameter values for each scenario are listed in Table I.

- **Scenario 1**: (Component fault) The first scenario considers a multiplicative fault \( f = 0.2 \) in the \( \theta^h \) actuator of the system, i.e. the sixth columns of the input matrices are multiplied by the factor \( f \).
- **Scenarios 2 and 3**: (Area isolation) Scenario 2 considers the isolation of the geographical area that encompasses actuators \( \{4, 9\} \) (see Fig.1). This implies that the actuators are turned off, i.e. the valves are closed. On the contrary, Scenario 3 assumes that the closest alternative actuator, that is \( \{12\} \), can not be used either, removing it in the set of candidate actuators \( \mathcal{A}_C \).
- **Scenario 4**: (Maintenance routine) This scenario simulates the development of maintenance works during the night in different areas of the network. Note that the considered time horizon \( N \) is shorter than in the other scenarios (see Table I).
V. RESULTS

The main results obtained for the different scenarios are summarized in Table II. Regarding the simulations, the mixed integer programs were solved using CPLEX optimizer and all the weighting matrices were set to the identity. Besides, a random initial position error was introduced at the initial time $k_0$ of each incidence.

TABLE II

<table>
<thead>
<tr>
<th>Scenario</th>
<th>$\alpha_N(\mathcal{F}, x_{0_k})$</th>
<th>$\sigma_N(x_{0_k})$</th>
<th>$\alpha_N(\mathcal{F}, x_{0_k})$</th>
<th>$\mathcal{A}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.558</td>
<td>0.837</td>
<td>1134.5</td>
<td>13</td>
</tr>
<tr>
<td>2</td>
<td>0.626</td>
<td>0.939</td>
<td>1.139</td>
<td>{12, 13, 14, 16}</td>
</tr>
<tr>
<td>3</td>
<td>0.626</td>
<td>0.939</td>
<td>1.139</td>
<td>{11, 13, 14, 15, 16}</td>
</tr>
<tr>
<td>4</td>
<td>5.089</td>
<td>7.634</td>
<td>infeasible</td>
<td>{13, 15, 16}</td>
</tr>
</tbody>
</table>

According to Table II all the considered scenarios yield a non-admissible expected performance $\alpha_N(\mathcal{F}, x_{0_k})$ after the occurrence of the event, motivating thus the study of possible alternatives.

Figures 2 - 4 graphically represent the obtained system configurations for scenarios 2, 3 and 4, respectively. In each of these figures, the elements that have been shutted down are plotted in red, while the selected set of alternative actuators obtained in each case are depicted in green.

VI. CONCLUSIONS

This paper formulates the system reconfiguration problem with back-up actuators, to which, despite some isolated cases, little attention has been paid from the automatic control community. The system reconfiguration only makes sense in scenarios where the nominal system performance is non-admissible. In this regard, the metrics used in order to evaluate the system performance are based on predictions over a time horizon. This work only considers the system reconfiguration problem and not the closed-loop control of the plant. It must be remarked that the combinatorial nature of the problem motivates to take advantage of the knowledge of the system in order to reduce the worst case execution time. The consideration of uncertainties in order to improve the robustness of the method, as well as developing a criterion in order to assess the weights associated to the different back-up actuators, were identified as future research directions.
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