Leak diagnosis in pipelines based on a Kalman filter for Linear Parameter Varying systems
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A B S T R A C T

This paper proposes a new approach for the leak diagnosis problem in pipelines based on the use of a Kalman filter for Linear Parameter Varying (LPV) systems. Such a filter considers the availability of flow and pressure measurements at each end of the pipeline. The proposed methodology relies on an LPV model derived from the nonlinear description of the pipeline. For the Kalman filter design purposes, the LPV model is transformed into a polytopic representation. Then, using such a representation, the LPV Kalman filter is designed by solving a set of Linear Matrix Inequalities (LMIs) offline. In the online implementation, the observer gain is calculated as an interpolation of those gains previously computed at the vertices of the polytopic model. The main advantages of this approach are: a) the embedding of the nonlinearities in the varying parameters allows the quasi-LPV system to be obtained which is equivalent to the original nonlinear one, and; b) the use of the well-known LMIs to compute the Kalman gain allows the extension to the LPV case. Those aspects are the main advantages with respect to the classic design of the Extended Kalman Filter (EKF) that requires a linearization procedure and the solution of the Ricatti equation at each iteration. To illustrate the potential of this method, a test bed plant built at Cinvestav-Guadalajara is used. Additionally, the results presented are compared with those results obtained through the classical EKF showing that LPV Kalman observer outperforms the classical EKF.

1. Introduction

Pipeline systems have become important because they are the cheapest way to transport fluids as drinkable water, oil derivatives, waste water and others. However, leaks can cause economical losses, people death and environmental pollution. Recently, in Mexico, the illegal fuel extraction problem has worsened and severe consequences have been experienced.

On the other hand, there is also a great interest in safeguarding the available water resources that are increasingly scarce. According to the National Water Commission (CONAGUA, for its Spanish acronym), the loss of drinking water due to leaks reaches up to 40% in the distribution systems. This loss is counteracted with the overuse of natural water sources.

In the literature, there is a large amount of leakage diagnosis strategies, (Allidina & Benkherouf, 1988; Begovich, Pizano, & Besançon, 2012; Billman & Isermann, 1987; Delgado-Aguinaga & Begovich, 2017; Delgado-Aguinaga, Begovich, & Besançon, 2016; Delgado-Aguinaga, Besançon, & Besançon, 2018; Delgado-Aguinaga, Besançon, Begovich, & Carvajal, 2016; Fernandes, da Silva, & Fileti, 2018; Navarro, Begovich, Sánchez, & Besançon, 2017; Puig & Ocampo-Martínez, 2015; Santos-Ruiz et al., 2018; Soldevila, Fernandez-Canti, Blesa, Tornil-Sin, & Puig, 2017; Verde, Torres, & González, 2016). In Billman and Isermann (1987), nonlinear adaptive observers are proposed for fault detection through a correlation technique for a single leak, but the leak localization results are very sensitivity to uncertainties. In Begovich et al. (2012), a real-time implementation of such a method is presented with accurate results. The authors highlight some practical issues especially those related to the friction coefficient in plastic pipelines. In Navarro et al. (2017), a two-step-based leak diagnosis scheme has been proposed. In the first step, a fitting loss coefficient calibration is performed. In the second one, the leak parameters identification is carried out by using an EKF. Such a method highlights the fact that a constant friction coefficient introduces deviation in the leak parameters estimation especially for smooth pipelines (plastic pipelines). Extensions to branching pipeline configurations are also considered in Verde et al. (2016), based on a set of observers together with a logic detection function for detect and locate a leak in a pipeline with an outflow at a branch junction considered to be known. Similarly in Delgado-Aguinaga and Besançon (2018), the case of leaks in a branched pipeline system is

∗ Corresponding author.
E-mail address: jorge.delgado@uvmnet.edu (J.A. Delgado-Aguinaga).
considered. First, a leak region is identified on the basis of a residual analysis between the nominal system and the leaky one and, relying on this, two EKFs are designed. The first one estimates the pressure head at the inner nodes, and the second one is fed with the estimates of the first one and it can finally estimate the leak coefficients. This method can be extended to a general case of a branched pipeline configuration. On the other hand, successful implementations have been reported (Delgado-Aguíñaga & Begovich, 2017), where a leak was identified in a water pipeline located in Guadalajara, México. In the case of water distribution networks, one can quote (Cugueró-Escolet, Puig, & Quevedo, 2017; Puig & Ocampo-Martinez, 2015; Soldevilla et al., 2017) for instance. Other methods also exist and are based on different approaches as acoustic methods (Fernandes et al., 2018), sliding mode observers (Delgado-Aguíñaga, Begovich, & Besançon, 2016), pressure waves (Liu, Li, Fang, Han, & Xu, 2017) and among others.

The problem of multiple leaks has also been studied. In Verde (2005), the case of two leaks is considered presenting results in simulation. The proposed approach can only be successfully applied if a new leak appears at the down side of the previous one, once the first one has been found. In Delgado-Aguíñaga, Besançon, Begovich, and Carvajal (2016), the multi-leak problem is addressed by using an EKF as state observer. The method consists in developing a multi-leak diagnosis scheme by expanding the pipeline model description at each new leak occurrence and by considering the leak parameters of the previous identifications as constant variables.

In the preceding overview, many of the leak diagnosis approaches, that use real data, depend on a pre-tuning process either involving signal processing regarding to noise or on parameter tuning in order to guarantee some convergence rate. However, in practical applications those pre-processes often cannot be done in a desired manner, compromising the final diagnostic. According to the authors' experience, the Kalman filter is a powerful tool to face the leak diagnosis problem in real situations (see Delgado-Aguíñaga & Begovich, 2017), but it depends on the tuning of covariance matrices of measure and process noises.

This paper introduces a Kalman filter for Linear Parameter Varying (LPV) systems to be used in leak diagnosis in pipelines. Through the polytopic representation of the LPV system, the Kalman filter design can be done offline via solving a set of Linear Matrix Inequalities LMIs in the vertices models. This procedure also allows the conditions that establish the convergence rate to be provided on the basis of Lyapunov techniques improving the classical EKF approach where such a guarantee is not provided by design, as discussed in Pletschen and Diepold (2017). The LPV framework has become a well-accepted approach to extend LTI schemes for control and estimation to non-linear systems via the non-linear embedding of the non-linearities in the varying parameters (avoiding linearization) and LMIs (as e.g. see Kazemi & Jabali, 2018; Marx, Ichalal, Ragot, Maquin, & Mammar, 2019; Morato, Sename, Dugard, & Nguyen, 2019). Note that, in the last decades, several control and estimation strategies have been designed on the basis of LMIs, because it is not difficult to formulate those problems by using an LMI framework. In addition, many solvers can be used for solving efficiently those LMIs in Matlab environment (Rotondo, Sánchez, Nejjarri, & Puig, 2019).

Thus, the main contribution of this work is the introduction of a Kalman filter for LPV systems for leak diagnosis in pipelines. The main advantages of the proposed approach, compared with the standard solution in pipeline leak diagnosis based on EKF, are as follows:

(a) the nonlinearities are embedded in the obtained LPV representation avoiding to use on-line linearization,

(b) the proposed LPV Kalman filter not only avoids the need of the successive linearization, but the calculation of the Kalman filter gains that is done in an off-line procedure while only the polytopic interpolation of the vertices gains are required on-line, saving time;

(c) because the design is based on the LMI approach, additional convergence constraints based on the Lyapunov theory can be added as proposed in Pletschen and Diepold (2017). Those aspects are the main differences with respect to the EKF widely used in leak diagnosis: (Navarro et al., 2017; Santos-Ruiz et al., 2018; Torres, Besançon, Georges, Navarro, & Begovich, 2011) for single leak cases and Delgado-Aguíñaga, Besançon, Begovich, and Carvajal (2016) and Rojas and Verde (2020) for multi-leak problems, but also for real life applications (Delgado-Aguíñaga & Begovich, 2017), for instance, and finally,

(d) a quantitative analysis evidences that the LPV Kalman filter outperforms the classical EKF. This fact, according to the authors' experience, is decisive to reduce the cost of repairing procedures as it is discussed in Delgado-Aguíñaga and Begovich (2017), where it is presented a real life leak identification in an aqueduct that is located in Guadalajara city in Mexico, on the basis of an EKF. In that experience, the accurate estimation of the leak position was the main problem what in turn motivated the present work.

The structure of the paper is the following: Section 2 presents the classical flow transient model. Section 3 introduces the LPV representation of the flow transient model. Then, Section 4 presents the LPV Kalman filter design. Some experimental results are presented in Section 5 by using some database coming from a pilot plant built at Cinvestav-Guadalajara that show the effectiveness of the proposed method. Finally, Section 6 presents some conclusions and perspectives for future research.

2. Pipeline transient flow model

The transient response of a liquid circulating through a pipeline is described by a couple of quasilinear hyperbolic Partial Differential Equations (PDEs), known as the Water Hammer Equations (WHEs), that are obtained by mass and energy balances (Chaudhry, 2014; Roberson, Cassidy, & Chaudhry, 1998):

• Momentum Equation

\[
\frac{\partial Q(z,t)}{\partial t} + gA_e \frac{\partial H(z,t)}{\partial z} + \mu Q(z,t) |Q(z,t)| = 0 \tag{1}
\]

• Continuity Equation

\[
\frac{\partial H(z,t)}{\partial t} + \frac{b^2}{gA_e} \frac{\partial Q(z,t)}{\partial z} = 0. \tag{2}
\]

where \(Q\) is the flow rate [m³/s], \(H\) is the pressure head [m], \(z \in (0, L)\) is the length coordinate [m], \(L\) is the equivalent straight length of the pipeline (Mataix, 1986), \(t \in (0, \infty)\) is the time coordinate [s], \(g\) is the gravity acceleration [m/s²], \(A_e\) is the cross-section area [m²], \(b\) is the pressure wave speed in the fluid [m/s], \(\mu = f(Q)/2A_e\), where \(\psi\) is the inner diameter [m] and \(f(Q)\) is the friction coefficient calculated as in Swamee and Jain (1976) that depends, among other things, on the flow:

\[
\rho(Q) = \frac{0.25}{\log_{10} \left( \frac{\epsilon}{3.74} + \frac{5.74}{Re(Q)^{0.5}} \right)^2}
\]

where \(\epsilon\) is the roughness of the pipe in [m], \(Re\) is the Reynolds number [dimensionless], given by \(Re(Q) = Q/\psi A_e\), where \(\psi\) is the kinematic viscosity of water [m²/s], which can be computed following the procedure reported in Delgado-Aguíñaga, Begovich, and Besançon (2016).

PDEs (1)–(2) are obtained considering the following assumptions:

• the pipe is straight and without slope,

• the fluid is slightly compressible,

• the wall of the pipe is slightly deformable,

• the convective changes in the velocity are negligible and
the cross section area of the pipe, the diameter and density of the fluid are constant.

On the other hand, the fluid dynamics are subject to initial conditions \( H(z, 0), Q(z, 0) \) that correspond to the initial steady-state flows and related boundary conditions on \( H \) or \( Q \). More precisely, boundary conditions for (1) and (2) are here considered to be:

\[
H(0, t) = H_0(t) \quad \text{and} \quad H(L, t) = H_{\text{out}}(t).
\]

A closed-form solution of these governing Eqs. (1) and (2) is not available. However, several approximate solutions have been developed as: method of characteristics, finite-difference methods (explicit or implicit), finite-element method, and so on. A detailed description of such solution methods can be found in Chaudhry (2014).

In particular, in order to obtain a pair of nonlinear Ordinary Differential Equations (ODEs) keeping time as continuous variable, the finite-difference method is applied, as shown in Delgado-Aguinaga, Besançon, Begovich, and Carvalj (2016). By using such an ODE-model-based of the flow dynamics, the single leak case can be represented by using only one interior node in which the leak effect can be introduced by means of the following expression:

\[
Q_1 = H_0 \lambda \sqrt{H_1}
\]

where \( Q_1 \) is the leak flow rate in \([m^3/s]\), \( H_1 \) is the pressure head at leak point in \([m]\), \( \lambda \) is the leak coefficient in \([m^2/\text{ft}^3]\), associated, among other things, to a discharge coefficient \( C_d \) and to the leak cross section area \( A_L \), respectively. \( H_0 \) is the Heaviside unit step function associated to the leak occurrence at time \( t_L \). Finally, the resulting finite-difference description for the single leak case is given by:

\[
\begin{align*}
Q_1 &= -\frac{\varepsilon A_L}{\Delta z_1} (H_2 - H_{\text{in}}) - \mu_1 Q_1 |Q_1| \\
H_1 &= -\frac{b^2}{\varepsilon A_L \Delta z_1} (Q_2 - Q_1 + \lambda \sqrt{H_2}) \\
Q_2 &= -\frac{\varepsilon A_L}{\Delta z_2} (H_{\text{out}} - H_2) - \mu_2 Q_2 |Q_2| \\
\end{align*}
\]

where \( H_1 = H_0(t) \) and \( H_2 = H_{\text{out}}(t) \) denote the boundary conditions, \( \Delta z_1 = z_L - z_1 \) is the distance between upstream boundary and the position of the leak, and \( \Delta z_2 = L - z_L \) is the distance between the leak position up to downstream boundary. This representation (6) can be written in compact form as follows:

\[
\begin{align*}
\zeta &= \zeta(\zeta) + \rho(\zeta) \gamma \\
\Psi &= \Psi(\zeta)
\end{align*}
\]

where \( \zeta = [z_1 \ z_2 \ z_3]^T \) is \([Q_1 \ H_2 \ Q_2]^T \in \mathbb{R}^3 \) is the state vector, \( \gamma = [H_{\text{in}} \ H_{\text{out}}]^T \in \mathbb{R}^2 \) is the input vector and \( \Psi = [Q_{\text{in}} \ Q_{\text{out}}]^T \in \mathbb{R}^2 \) is the output vector for some functions \( \zeta, \rho \) and \( \theta \).

3. LPV representation of the pipeline transient model

The idea of the proposed approach is to use a state estimation scheme to find the position and the leak size, i.e. the leak parameters. With this aim, the leak parameters are considered as new state variables \( \theta = [z_L \ \lambda]^T \) with constant dynamics: \( \theta = 0 \) (Besançon, 2007). Thus, the original state vector is extended with these new states, resulting in \( x = [\zeta \ \theta]^T : x = [Q_1 \ H_2 \ Q_2 \ z_L \ \lambda]^T : = [x_1 \ x_2 \ x_3 \ x_4 \ x_5]^T \). Then, considering unidirectional flow given by \( Q_1 |Q_1| = Q_0_i \), the extended state representation of (7) is as follows:

\[
\begin{align*}
x_1 &= -\frac{\varepsilon A_L}{x_4} (x_2 - u_1) - \mu_1 x_1^2 \\
x_2 &= -\frac{b^2}{\varepsilon A_L x_4} (x_3 - x_4 + \lambda \sqrt{x_2}) \\
x_3 &= -\frac{\varepsilon A_L}{L - x_4} (u_2 - x_2) - \mu_2 x_3^2 \\
x_4 &= 0 \\
x_5 &= 0
\end{align*}
\]

\[
(8)
\]

that can be also written in compact form as:

\[
\begin{align*}
\dot{x} &= f(x) + g(x) u \\
y &= h(x)
\end{align*}
\]

where \( x = (x_1, x_2, x_3, x_4, x_5)^T \) and \( y = H_2, Q_2 \). The state estimator uses the following measured variables \( y = [Q_1 \ Q_2]^T =: [y_1 \ y_2]^T \) and \( u = [H_1 \ H_2]^T =: [u_1 \ u_2]^T \), that correspond to the flows and pressure head at the upstream/downstream extremes of the pipeline. Here \( f \), \( g \), \( h \) are given by:

\[
\begin{align*}
f(x) &= \begin{bmatrix}
-\frac{\varepsilon A_L}{x_4} (x_2 - u_1) - \mu_1 x_1^2 \\
-\frac{b^2}{\varepsilon A_L x_4} (x_3 - x_4 + \lambda \sqrt{x_2}) \\
-\frac{\varepsilon A_L}{L - x_4} (u_2 - x_2) - \mu_2 x_3^2 \\
0 \\
0
\end{bmatrix} \\
g(x) &= \begin{bmatrix}
\frac{\varepsilon A_L}{x_4} \\
0 \\
0 \\
0 \\
0
\end{bmatrix}
\]

\[
h(x) = C x
\]

and \( C \in \mathbb{R}^2 \) is the output matrix defined as follows taking into account that \( y = [Q_1 \ Q_2]^T \)

\[
(10)
\]

Since the extended system (9) satisfies the rank observability condition (Besançon, 2007; Torres et al., 2011), the leak diagnosis problem can be solved via a state estimation scheme. In particular, the variables \( x_4 \) and \( x_5 \) provide estimations of the leak position and leak magnitude, respectively.

This nonlinear model can be represented in an LPV form. LPV systems are a particular class of Linear Time-Varying systems (LTZ), whose time-varying elements \( \varphi(t) \in \mathbb{U} \) can be measured (or estimated). LPV systems have already been applied successfully to many control and estimation problems as discussed in Rotondo et al. (2019). In this work, the single leak diagnosis case is addressed by transforming the nonlinear model (9) into one in the LPV form by means of the nonlinear embedding method that avoids the linearization procedure (Kwiatkowski, Boll, & Werner, 2006). By using this method, the system described by (9) can be rewritten in the LPV form as follows:

\[
\begin{align*}
\dot{x}(t) &= A(\varphi(t)) x(t) + B(\varphi(t)) u(t) \\
y(t) &= C x(t)
\end{align*}
\]

where matrices \( A(\varphi(t)) \) and \( B(\varphi(t)) \) depend on the varying parameters \( \varphi(t) \) as follows

\[
A(\varphi(t)) = \begin{bmatrix}
\varphi_1(t) & \varphi_2(t) & 0 & \varphi_3(t) & 0 \\
\varphi_4(t) & 0 & \varphi_5(t) & 0 & \varphi_6(t) \\
0 & \varphi_7(t) & \varphi_8(t) & 0 & 0 \\
\varphi_9(t) & 0 & 0 & 0 & 0 \\
0 & \varphi_{10}(t) & 0 & 0 & 0 \\
\end{bmatrix}
\]

\[
B(\varphi(t)) = \begin{bmatrix}
\frac{\varepsilon A_L}{x_4(\varphi(t))} \\
0 \\
0 \\
0 \\
0 \\
0
\end{bmatrix}
\]

where

\[
\begin{align*}
\varphi_1(t) &= \frac{-x_1(t)}{x_4(t)} \\
\varphi_2(t) &= \frac{-x_2(t)}{x_4(t)} \\
\varphi_3(t) &= \frac{-x_3(t)}{x_4(t)} \\
\varphi_4(t) &= \frac{-x_2(t)}{x_4(t)} \\
\varphi_5(t) &= \frac{-x_3(t)}{x_4(t)} \\
\varphi_6(t) &= \frac{-x_1(t)}{x_4(t)} \\
\varphi_7(t) &= \frac{-x_1(t)}{x_4(t)} \\
\varphi_8(t) &= \frac{-x_1(t)}{x_4(t)} \\
\varphi_9(t) &= \frac{-x_1(t)}{x_4(t)} \\
\varphi_{10}(t) &= \frac{-x_1(t)}{x_4(t)}
\end{align*}
\]

The variation of these parameters can be bounded in a compact set taking into account the physical limitations of the associated scheduling variables (bounding box approach) (Rotondo et al., 2019)

\[
\varphi(t) \in \mathbb{U} = \{ \varphi_i \neq \varphi_i \leq \varphi_i, i = 1, \ldots, \ell \} \subset \mathbb{R}^\ell,
\]

\[
(12)
\]
leading to a polytope of $2^\ell$ vertices, where $\ell$ represents the number of varying parameters and $\varphi$ and $\bar{\varphi}_i$ are the lower and upper bounds of $i$th parameter $\varphi_i$, respectively.

Note that the LPV representation (11) of the extended system (9) is not unique. Here, the selection of structure of $A(\varphi(t))$ has been carried out so that any pair $(A(\varphi(t)), C)$ obtained by instantiating $\varphi(t) \in \Omega$ is observable, i.e.:

$$\text{rank}[O(\varphi(t))] = n = 5$$

(13)

$$O(\varphi(t)) = \begin{bmatrix} C & C(A(\varphi(t))) & \cdots & C(A(\varphi(t)))^{n-1} \end{bmatrix}. \quad (14)$$

4. LPV Kalman filter design

4.1. Polytopic formulation

In order to design a Kalman filter for the LPV system (11), it should be represented in a polytopic form taking into account the polytope (12) that bounds the variation of $\varphi(t) \in \Omega$. Such a representation requires defining a set of weighted functions that allow obtaining the original representation LPV as a sum of the matrices of the systems defined at each vertex of the polytope as follows (see Appendix):

$$x(t) = \sum_{i=1}^{2^\ell} \psi_i(\varphi(t))[A_i x(t) + B_i u(t)]$$

$$y(t) = C x(t)$$

(15)

where the matrices $(A_i, B_i)$ are constant and define the system dynamics at each vertex of (12) and the coefficients $\psi_i$ are weighted functions of the polytopic decomposition that satisfy (Alcala, Puig, Quevedo, & Escobet, 2018):

$$\sum_{i=1}^{2^\ell} \psi_i(\varphi(t)) = 1, \quad \psi_i(\varphi(t)) \geq 0 \quad \forall i = 1, \ldots, 2^\ell; \quad \forall \varphi(t) \in \Omega$$

(16)

where

$$\psi_i(\varphi(t)) = \prod_{j=1}^{\ell} \psi_{i_j}(\varphi_j(t)), \quad i = [1, \ldots, 2^\ell]$$

$$\psi_{i_j}(\varphi_j(t)) = \bar{\varphi}_{i_j} - \varphi_j(t)$$

$$\varphi_{i_j} = 1 - \bar{\varphi}_{i_j} \quad j = [1, \ldots, \ell]$$

(17)

Using this polytopic model, the following Kalman filter to reconstruct the state vector $x$ is going to be designed:

$$\dot{x}(t) = A(\varphi(t))\dot{x}(t) + B(\varphi(t))u(t) + \Gamma(\varphi(t))(y(t) - C\dot{x}(t))$$

(18)

where $\dot{x}(t)$ is the estimation at time $t$ and where the observer gain adopts the following polytopic form

$$\Gamma(\varphi(t)) = \sum_{i=1}^{2^\ell} \psi_i(\varphi(t))\Gamma_i$$

(19)

and $\Gamma_i$ is the gain computed at $i$th vertex of the polytope.

4.2. Design conditions

Let us consider the LPV pipeline representation (11), including Gaussian disturbances $w$ and noise $v$ with zero mean and known covariance matrices, $Q = Q^T > 0$ and $R = R^T > 0$,

$$x(t) = A(\varphi(t))x(t) + B(\varphi(t))u(t) + w(t)$$

$$y(t) = C x(t) + v(t)$$

(20)

then, the design conditions for the LPV Kalman Filter (18) are introduced in the following proposition considering the polytopic representation of (20) obtained in (15)

$$x(t) = \sum_{i=1}^{2^\ell} \psi_i(\varphi(t))[A_i x(t) + B_i u(t)] + w(t)$$

$$\dot{y}(t) = C x(t) + v(t)$$

(21)

Proposition 1. Given the polytopic LPV system (15), the polytopic LPV Kalman filter (18) can be designed if matrices $Y = Y^T$ and $W_i$ ($i = 1, \ldots, 2^\ell$) and scalar $\omega$ can be obtained by solving the following optimization problem

$$\min_{\omega,Y=\omega^T,W_i}$$

\[ \begin{bmatrix} Y A + A^T Y - C^T W_i - W_i^T C & Y H^T & 0 \\
 HY & -I & 0 \\
 W_i & 0 & -R^{-1} \end{bmatrix} < 0 \quad i = 1, \ldots, 2^\ell \]

(22)

where $R = R^T > 0$ and $Q = Q^T > 0$ are the covariance matrices of disturbances and noise, respectively, and $H = Q^{1/2}$. Moreover, the Kalman filter gains (18) can be obtained as follows: $\Gamma_i^T = Y^{-1} W_i$ ($i = 1, \ldots, 2^\ell$).

Proof. The LPV Kalman filter (18) minimizes the state and output estimation errors due to the disturbances $w$ and noise $v$, respectively. To obtain the LMI design conditions (22) for the LPV Kalman filter gain (19), the duality principle between Kalman filter and LQR optimal control will be used (Ostertag, 2011).

Applying duality principle to LQR matrix inequality $(A \to A^T, B \to C^T, K \to K^T)$ derived in Ostertag (2011),

$$\begin{bmatrix} A_i^T - C^T \Gamma_i^T \} P + P(A_i^T - C^T \Gamma_i^T) + Q + \Gamma_i^T R_i^T \} < 0 \quad i = 1, \ldots, 2^\ell \quad (23)$$

and using the polytopic representation of (18), the vertex gain $\Gamma_i$ of the polytopic LPV Kalman observer (19) must satisfy the following matrix inequalities after rearranging (23)

$$\begin{bmatrix} I \omega I \end{bmatrix} > 0 \quad \omega, Y = \omega^T, W_i$$

(22)

(24)

where $R = R^T > 0$ and $Q = Q^T > 0$ are measurement and disturbance covariance matrices, respectively.

By multiplying both sides of the second inequality expressed as in (23) by $Y = P^{-1}$

$$Y(A_i^T - C^T \Gamma_i^T \} P + P(A_i^T - C^T \Gamma_i^T) + Y \quad Q^T \} Y + \Gamma_i^T R_i^T \} Y < 0, \quad (25)$$

then, by introducing $W_i = \Gamma_i^T Y$ and $H = Y^T H$, it can be rewritten as:

$$Y A + A^T Y - C^T W_i - W_i^T C + \left[ Y H^T \quad W_i \right] \begin{bmatrix} I & 0 \\ 0 & R \end{bmatrix} \begin{bmatrix} H^T & \Gamma_i \end{bmatrix} < 0, \quad \omega, Y = \omega^T, W_i$$

(26)

finally, applying the Schur lemma, it leads to

$$\begin{bmatrix} Y A + A^T Y - C^T W_i - W_i^T C & Y H^T & 0 \\
 HY & -I & 0 \\
 W_i & 0 & -R^{-1} \end{bmatrix} < 0 \quad i = 1, \ldots, 2^\ell \quad (27)$$

Thus, the $i$th gain of the observer is computed as $\Gamma_i^T = Y^{-1} W_i$.

Similarly, considering the first inequality of (24) and $Y = P^{-1}$, the following LQR follows

$$\begin{bmatrix} \omega I \end{bmatrix} \begin{bmatrix} I \\ L_i \\ Y \end{bmatrix} > 0 \quad \omega, Y = \omega^T, W_i$$

(28)

To obtain the optimal Kalman filter gains, the scalar parameter $\omega > 0$ should be minimized subject to the LMIs (27) and (28) leading to the optimization problem (22), ending the proof.
Remark 1. The use of a common Lyapunov matrix $P = Y^{-1} > 0$ guarantees the convergence of the $LPV$ Kalman filter of any value of varying parameters $\phi \in \Omega$ (Duan & Yu, 2013).

5. Experimental results

5.1. Pilot plant description

The methodology proposed in the paper and previously described is here evaluated by using three different real databases obtained from a leveled pilot plant (see Fig. 1(a)), which was built at Cinvestav-Guadalajara, México, and whose main parameters are shown in Table 2. More details can be found in Begovich et al. (2012).

To distribute the water through pipeline, the prototype is equipped with a centrifugal pump (Pump 1), which is controlled with a frequency between 0–60 Hz, for adjusting the pressure head at upstream pipeline. To avoid wasting water, the prototype has a water recovery system, between 0–60 Hz, for adjusting the pressure head at upstream pipeline.

Remark 2. According to the SIAPA staff, most of the pipeline leaks occur in the junctions and are mainly caused by flow transients that produce an injury in the ring-shaped rubber gasket that hermetically seals two consecutive pipe sections, in few cases are caused by earthquakes, by softening of the ground, among others that produce a misaligned between two consecutive pipe sections. A weld break in a junction and cracks around valves are also part of the causes of leaks in pipelines.

In the databases, flow rate and pressure head measurements are saved from sensors (sensor-device information can be seen in Table 1) placed at both ends of the system, at a sampling rate of 100 Hz, by employing LabView™ environment through the data acquisition card NI USB-6229. Finally, the discrete-time $LPV$ Kalman filter is tested offline in Matlab™ environment.

5.2. $LPV$ Kalman filter set-up

By considering the set of scheduling variables: $\{Q_1(k) H_2(k) Q_2(k) z_i(k)\} = \{x_1(k) x_2(k) x_3(k) x_4(k)\}$, $\ell = 4$, the resulting polytope (12) consists of $2^\ell = 16$ vertices obtained considering the following limits: $x_1(k) \in [0.0089, 0.0092] \text{[m}^3/\text{s}], x_2(k) \in [12, 18.5] \text{[m]}, x_3(k) \in [7, 61] \text{[m]}$. $k$ stands for the discrete-time index. The covariance matrices for disturbance and measured noises required for the $LPV$ Kalman filter design are experimentally obtained as follows:

\[
Q = \text{diag}[1 \times 10^{-5}, 1 \times 10^{-5}, 1 \times 10^{-5}, 2000, 1 \times 10^{-7}]
\]

(29)

\[
R = \text{diag}[1 \times 10^{-5}, 1 \times 10^{-5}]
\]

(30)

Notice that these matrices can also been chosen following the procedure presented in Duník, Straka, Kost, and Havlík (2017). Before implementing the $LPV$ Kalman filter (18), the LMIs (22) were solved in Matlab™ environment by using the YALMIP toolbox, with the solver lmi2mat obtaining the values of each gain $G_i$ at each vertex of the polytope (19). In Appendix, the implementation procedure is described in detail. When implementing the $LPV$ Kalman filter (18) using real data, it was noticed that the approximation using the Euler discretization of the non-linear model (9) leads to a poor performance. This fact was already observed when using the EKF (Delgado-Aguiñaiga, Besançon, Begovich, & Carvajal, 2016), where the improved Euler method introduced by Heun was used instead. For obtaining the results in the test scenarios below, this improved discretization was used too to obtain comparable results with $EKF$ method presented in Delgado-Aguiñaiga, Besançon, Begovich, and Carvajal (2016).

5.3. Test scenarios

Each test is executed in the following way: the pipeline prototype is started in a leak-free condition and at time $t_f > t_0$ a small leak is induced, i.e., a leak with flow between 2% and 5% of the nominal flow that corresponds with the size range of interest in real applications. The leak is detected by a simple mass balance as follows:

\[
|Q_{in}(t) - Q_{out}(t)| > \delta
\]

(31)
where $\delta = 1.55 \times 10^{-4}$ [m$^3$/s] is the detection threshold, which considers the noise variance of the measurements to avoid false alarms. Immediately the leak is detected, the identification of its parameters starts with observer given by (18). Hereinafter, the estimation of leak parameters are presented and compared with those estimated by using a classical EKF designed as in Delgado-Aguinaga, Besançon, Begovich, and Carvajal (2016) for the single leak case.

5.3.1. Case of a leak at valve 1

Here, a leak is induced by opening the valve 1 at time $t_l \approx 50$ [s], and a database is obtained from this experimentation. Then, both, an EKF and an LPV Kalman filters are designed and evaluated. To determine the vector of initial state $\hat{x}_0 \in \mathbb{R}^5$, $\hat{Q}_0$ (resp. $\hat{Q}_2$) is obtained as an average in free-leak condition in a small time-window. Likewise, a position $\hat{z}_0 \in (0 + \phi, L - \phi)$ is selected arbitrarily, for a reasonably small $\phi$ [m] since for an initial position very close to any end of the pipeline (when $\phi$ tends to zero), a numerical problem may occur. Then, by using the well-known Darcy–Weisbach equation one can compute the pressure head $\hat{H}_0$. Finally, $\lambda_0 = 0$ since the observer (18) starts once the leak is detected by (31). For this first leak case, the initial state for both filters is shown in Table 3.
To obtain moving average values of the leak parameters, the estimation generated by the EKF and the LPV was filtered with the equation

\[
\alpha_F(k) = \frac{1}{2\Delta + 1} (\alpha(k + A) + \alpha(k + A - 1) + \cdots + \alpha(k - A))
\]

where \(\alpha_F(k)\) is the smoothed value for the variable at time \(k\), \(A\) is the number of neighboring data taken on either side of \(\alpha_F(k)\), and \(2\Delta + 1\) is the span dimension. The span must be odd, and it is adjusted for data points that cannot accommodate the specified number of neighbors on either side. A span equal to 2001 was used for the position parameter \(z_l\).

### Table 3
Initial state for both Kalman filters, leak at valve 1.

<table>
<thead>
<tr>
<th>State</th>
<th>Value (Units)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\hat{Q}_0)</td>
<td>(8.995 \times 10^{-3}) [m³/s]</td>
</tr>
<tr>
<td>(\hat{H}_0)</td>
<td>14.536 [m]</td>
</tr>
<tr>
<td>(\hat{Q}_2)</td>
<td>(8.995 \times 10^{-3}) [m³/s]</td>
</tr>
<tr>
<td>(z_{\ell_1})</td>
<td>41.12 [m]</td>
</tr>
<tr>
<td>(z_{\ell_2})</td>
<td>0 [m³/s]</td>
</tr>
</tbody>
</table>

### Table 4
Initial state for both Kalman filters, leak at valve 2.

<table>
<thead>
<tr>
<th>State</th>
<th>Value (Units)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\hat{Q}_0)</td>
<td>(8.781 \times 10^{-3}) [m³/s]</td>
</tr>
<tr>
<td>(\hat{H}_0)</td>
<td>14.423 [m]</td>
</tr>
<tr>
<td>(\hat{Q}_2)</td>
<td>(8.781 \times 10^{-3}) [m³/s]</td>
</tr>
<tr>
<td>(z_{\ell_1})</td>
<td>41.1 [m]</td>
</tr>
<tr>
<td>(z_{\ell_2})</td>
<td>0 [m³/s]</td>
</tr>
</tbody>
</table>

### 5.3.2. Case of a leak at valve 2

Here, a leak is induced by opening the valve 2 at time \(t_l \approx 50\) [s], and a database is obtained from this experimentation. In this scenario, a LPV Kalman filter and an EKF are designed with initial state shown in Table 4.

### 5.3.3. Case of a leak at valve 3

Finally, a leak is induced by opening the valve 3 at time \(t_l \approx 23\) [s], the corresponding initial state is shown in Table 5.
Fig. 8. Sum of $\psi_i's$ and individual variation of $\psi_i$.

Fig. 9. Estimation error of the leak position.

Table 5

<table>
<thead>
<tr>
<th>State</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{Q}_0$</td>
<td>$8.970 \times 10^{-3}$</td>
<td>[m$^3$/s]</td>
</tr>
<tr>
<td>$\hat{H}_0$</td>
<td>17.184</td>
<td>[m]</td>
</tr>
<tr>
<td>$\hat{Q}_0$</td>
<td>$8.970 \times 10^{-3}$</td>
<td>[m$^3$/s]</td>
</tr>
<tr>
<td>$\hat{z}_0$</td>
<td>20.56</td>
<td>[m]</td>
</tr>
</tbody>
</table>

5.3.4. Discussion of the results

Figs. 2(a), 6(a) and 10(a) show the leak position estimation by using both approaches: LPV-based and extended-based Kalman filters. Note that the LPV Kalman filter outperforms the other one in the sense of the error of position estimation, as one can see in Figs. 5, 9 and 13. In Table 6, a quantitative index is presented to evidence the performance of both approaches on the basis of the error norm criteria which is computed as follows:

$$\|e_z\| = \sqrt{\sum_{j=1}^{\kappa-1} (e_z(j))^2} \quad j = 1, \ldots, \kappa - 1$$

where $e_z = z - \hat{z}$, and $\kappa$ is the length of the vector.

From Table 6, one can see that the estimation of the leak position obtained by the LPV design outperforms the one provided by the EKF, no matter noisy or filtered signals are used. On the other hand, estimations of the leak magnitude are also depicted in Figs. 2(b), 6(b), 10(b); and corresponding pressure head at leak point is shown in Figs. 3(a), 7(a) and 11(a), respectively. Leak flow is finally presented in Figs. 3(b), 7(b) and 11(b). The sum of coefficients $\psi_i's$ of the polytopic decomposition satisfy (16) (It must be equal to 1) in each leak case as one can check in Figs. 4(a), 8(a) and 12(a). The individual evolution of $\psi_i$ variables can be seen in Fig. 4(b), 8(b) and 12(b), respectively.

In Table 7, a statistical comparison of the computational time spent by both approaches is depicted through of mean value and standard deviation but also in terms of percentage. One can see that, the LPV Kalman filter spends less execution time than the classical EKF, in average.

In this table, $\bar{x}$ stands for mean value in [s] and $\sigma$ for standard deviation, TRP stands for time reduction percentage of the execution algorithm and $DD$ is the database duration. Note that the mean value of time execution varies in each leak case since each database has a different time duration.

Finally, the LPV Kalman filter has been evaluated with some different initial conditions in each leak case in order to evaluate its sensitivity. In Figs. 14(a), 14(b) and 15, the filter performance is shown and one can see that the estimation of the leak position does not depend on the initial condition as long as it be selected inside the polytopic
Table 6
Error norm for each Filter with noisy and filtered signals.
\[
\begin{array}{cccc}
\text{Leak case} & \|e_z\| \text{ LPV [m]} & \|e_z\| \text{ EKF [m]} & \|e_z\| \text{ F-LPV [m]} & \|e_z\| \text{ F-EKF [m]} \\
\hline
\text{At valve 1} & 1.29 \times 10^{-2} & 2.98 \times 10^{-2} & 1.08 \times 10^{-2} & 1.37 \times 10^{-2} \\
\text{At valve 2} & 1.53 \times 10^{-2} & 4.46 \times 10^{-2} & 1.25 \times 10^{-2} & 4.38 \times 10^{-2} \\
\text{At valve 3} & 1.08 \times 10^{-2} & 1.37 \times 10^{-2} & 0.95 \times 10^{-2} & 1.26 \times 10^{-2} \\
\end{array}
\]

Fig. 11. Pressure head at leak point and outflow.

(a) Estimation of pressure head at leak point

(b) Estimation of outflow

Fig. 12. Sum of \(\psi_i\)'s and individual variation of \(\psi_i\).

(a) Sum of \(\psi_i\)'s

(b) Individual variation of \(\psi_i\)

Fig. 13. Estimation error of the leak position.

Remark 3. Regarding the extension to diagnose leaks in a real size pipe, the results here obtained by the LPV Kalman can improve the leak localization results obtained with EKF (used in this paper as baseline solution) applied to a leak scenario in a real size pipe (SIAPA aqueduct in Guadalajara, México) presented in Delgado-Aguíñaga and Begovich (2017). In this reference, the EKF approach was initially applied to the same test bed used in this paper and then to a real size pipe after applying the corresponding model parameter adjustment and tuning of the EKF parameters. This is the same procedure that should be applied to the LPV Kalman approach presented in this paper, expecting also leak localization improved results in the line of those presented in this paper.

6. Conclusions

In this work, an LPV Kalman filter has been proposed for dealing with the single leak diagnosis problem in pipelines. The computation of the off-line filter gain allows the computational effort in the implementation stage to be reduced, which makes this approach a potential...
alternative to the EKF in real-time pipeline monitoring. In addition, the LPV Kalman method does not require the modeling linearization as the EKF method requires it. The estimation of the leak position provided by the LPV Kalman filter outperforms the one provided by the classical EKF in two of the three cases. This is very important since in real life applications, the inaccuracies in the leak position estimation can cause additional repairing costs according to the authors’ experience, especially for underground pipes for instance. As future work, this approach will be tested with data from a real system as it was the case in the SIAPE aqueduct to improve the already successful EKF application (Delgado-Aguinaga & Begovich, 2017). The case of multiple non-concurrent leaks will also be considered as well as the theoretical proof of convergence of the LPV Kalman filter considering that some scheduling variables are no measured and extending the results already existing for TS Kalman filters (Pletschen & Diepold, 2017), benefiting from the analogies between the LPV and TS approaches (Rotondo et al., 2016).
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Appendix. LPV Kalman observer implementation

A.1. Off-line procedure

1.- Load a database containing the pressure head and flow rate measurements: $H_p(k)$, $H_n(k)$, $Q_p(k)$ and $Q_n(k)$.

2.- Define all physical parameters of the pipeline.

3.- Compute the initial conditions $x(0)$.

4.- Declare the optimization variables $Y$, $P$, $w$ and $W_i$ for $i = 1, \ldots, 2$.

5.- Compute the matrices $A_i$ and $B_i$ for $i = 1, \ldots, 2$ (at each vertex of the polytope considering the limits of the scheduling variables). The $A_i$ and $B_i$ matrices can be obtained by replacing the following variables in the nominal model (11) as follows: (See Table A.8.)

$x_{1\text{min}}$ is the smallest value of the vector $Q_n$ and $x_{1\text{max}}$ is the largest one (for variable $x_3$ the computation is similar by using $Q_n$). The limits of $x_2$ are computed as follows: $x_{2\text{min}}$ is equal to the smallest value of vector $H_n + \Delta H$ and $x_{2\text{max}}$ is equal to the largest value of vector $H_n - \Delta H$. $\Delta H$ is small and defined by the designer such that $x_2(t) \in (H_n(t), H_n(t))$. Finally The limits of $x_4$ are computed as follows:

Table A.8 Models $A_i$ in function of the scheduling variables in the different vertices.

<table>
<thead>
<tr>
<th>Vertex</th>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$x_3$</th>
<th>$x_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$x_{1\text{min}}$</td>
<td>$x_{2\text{min}}$</td>
<td>$x_{3\text{min}}$</td>
<td>$x_{4\text{min}}$</td>
</tr>
<tr>
<td>2</td>
<td>$x_{1\text{max}}$</td>
<td>$x_{2\text{min}}$</td>
<td>$x_{3\text{max}}$</td>
<td>$x_{4\text{min}}$</td>
</tr>
<tr>
<td>3</td>
<td>$x_{1\text{min}}$</td>
<td>$x_{2\text{max}}$</td>
<td>$x_{3\text{min}}$</td>
<td>$x_{4\text{max}}$</td>
</tr>
<tr>
<td>4</td>
<td>$x_{1\text{max}}$</td>
<td>$x_{2\text{max}}$</td>
<td>$x_{3\text{max}}$</td>
<td>$x_{4\text{max}}$</td>
</tr>
<tr>
<td>5</td>
<td>$x_{1\text{min}}$</td>
<td>$x_{2\text{min}}$</td>
<td>$x_{3\text{max}}$</td>
<td>$x_{4\text{min}}$</td>
</tr>
<tr>
<td>6</td>
<td>$x_{1\text{max}}$</td>
<td>$x_{2\text{min}}$</td>
<td>$x_{3\text{max}}$</td>
<td>$x_{4\text{max}}$</td>
</tr>
<tr>
<td>7</td>
<td>$x_{1\text{min}}$</td>
<td>$x_{2\text{max}}$</td>
<td>$x_{3\text{max}}$</td>
<td>$x_{4\text{max}}$</td>
</tr>
<tr>
<td>8</td>
<td>$x_{1\text{max}}$</td>
<td>$x_{2\text{max}}$</td>
<td>$x_{3\text{max}}$</td>
<td>$x_{4\text{max}}$</td>
</tr>
<tr>
<td>9</td>
<td>$x_{1\text{min}}$</td>
<td>$x_{2\text{min}}$</td>
<td>$x_{3\text{max}}$</td>
<td>$x_{4\text{min}}$</td>
</tr>
<tr>
<td>10</td>
<td>$x_{1\text{max}}$</td>
<td>$x_{2\text{min}}$</td>
<td>$x_{3\text{max}}$</td>
<td>$x_{4\text{max}}$</td>
</tr>
<tr>
<td>11</td>
<td>$x_{1\text{min}}$</td>
<td>$x_{2\text{max}}$</td>
<td>$x_{3\text{min}}$</td>
<td>$x_{4\text{min}}$</td>
</tr>
<tr>
<td>12</td>
<td>$x_{1\text{max}}$</td>
<td>$x_{2\text{max}}$</td>
<td>$x_{3\text{min}}$</td>
<td>$x_{4\text{max}}$</td>
</tr>
<tr>
<td>13</td>
<td>$x_{1\text{min}}$</td>
<td>$x_{2\text{min}}$</td>
<td>$x_{3\text{min}}$</td>
<td>$x_{4\text{min}}$</td>
</tr>
<tr>
<td>14</td>
<td>$x_{1\text{max}}$</td>
<td>$x_{2\text{min}}$</td>
<td>$x_{3\text{min}}$</td>
<td>$x_{4\text{max}}$</td>
</tr>
<tr>
<td>15</td>
<td>$x_{1\text{min}}$</td>
<td>$x_{2\text{max}}$</td>
<td>$x_{3\text{min}}$</td>
<td>$x_{4\text{min}}$</td>
</tr>
<tr>
<td>16</td>
<td>$x_{1\text{max}}$</td>
<td>$x_{2\text{max}}$</td>
<td>$x_{3\text{min}}$</td>
<td>$x_{4\text{max}}$</td>
</tr>
</tbody>
</table>
This is one of the main advantages of this and saved in the first training. The observer will work well for other 12-. Save and plot the state variables. End.
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