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ABSTRACT

This paper presents a zonotopic set-invariance analysis of replay attacks affecting the communication network that serves the supervisory layer of complex control systems using an observer-based detection scheme. Depending on the attacker’s access to the system’s resources, two scenarios are considered: (I) Sensors and controller data are counterfeited; (II) Only sensor measurements are counterfeited. The effect of a physical attack against the plant during the data replay is also taken into consideration. The representation of invariant sets as zonotopes allows to derive analytical expressions for attack detectability under the presence of bounded uncertainties. The validity of the analysis is demonstrated through simulations using a quadruple-tank process.

1. Introduction

The migration from traditional point-to-point control schemes to widely interconnected systems, in conjunction with an increasing number of registered attacks [1], has awakened the interest on the study of cyber attacks on control systems. Consequently, the so-called secure control has found increasing interest since the end of the last century. In this regard, works like [2,3] propose a general framework for the analysis of security on networked control systems, while other works like [4] have modeled the effect of cyber attacks compromising measurement and actuator data integrity on the physical dynamics of a system.

One of the main threats to control systems are stealthy attacks, i.e., attacks in which the attacker aims at remaining undetected by anomalies detectors [5]. In order to achieve undetectability, the attacker must be able to feed data that is consistent with the nominal system operation to the monitoring system. Among the different stealthy attacks reported in the literature, there are: false data injection attacks [6], zero dynamics attacks [7], covert attacks [8] and replay attacks [9]. This paper focuses on the latter type of attacks.

The vast majority of works related to replay attacks takes into consideration that the control loop is closed remotely by means of a communications network which is prone to cyber attacks.

Accordingly, the standard replay attack formulation considers that the control loop has been affected either by deceiving the system controller with previously recorded measurements [9–12], or by replaying back previous control actions directly to the system [13,14]. Nevertheless, in many industrial control systems the low-level controller (regulatory layer) makes use of dedicated networks which are hard to access while, on the other hand, it is common that the supervisory layer, in charge of the system monitoring and set-point reference generation, operates remotely. This difference has been taken into account, for example, in the study of cyber-attacks affecting the load frequency control of power systems [15]. In this line, this paper is devised from the supervisor’s point of view, analyzing different replay attack scenarios that arise when the system operation is assessed using a state estimator located at the supervisory layer.

Moreover, a high percentage of security-related works (not only concerning attacks but also faults) makes use of assumptions about the statistical properties of the uncertainties. A different approach is the use of set-theoretic methods, which are built upon norm-bounded uncertainty assumptions. These techniques have proven useful in fault-related secure control, as they allow to construct sets for the system in healthy and faulty operations, so that it becomes possible to infer deterministically whether a system is working under nominal or faulty conditions [16]. In this regard, ellipsoidal sets have been employed in [17] to propose different security metrics, and design secure controllers, against stealthy attacks affecting the control loop. On the other hand, set-based attack detectors have been used in [18] to detect bias injection attacks in a networked power plant, and in [19,20]
combined altogether with set-theoretic controllers in an attack resilient control scheme. However, these latter detectors do not rely on an observer, and thus are subject to some limiting assumptions concerning the knowledge of the initial state of the system.

Within the set-theoretic techniques, positive set invariance [21] is a common analysis tool for systems affected by bounded disturbances. By computing the healthy/attacked residual invariant sets, it can be established that whenever the residual vector exits the healthy set, attack detection is achieved. Note that the inherent steady-state conditions of replay attacks suit perfectly with set invariant tools. Among the possible set representations, zonotopes will be employed in this paper due to their flexibility and the capability to separate the center (nominal) evolution from the uncertainty evolution in the generators representation [22].

The motivation of the paper is characterizing the detectability of the replay attacks in a guaranteed manner using set-invariance analysis when an observer-based detection scheme is used. Therefore, system’s vulnerabilities are analyzed for the case in which a malicious attacker compromises the communication between the regulatory and supervisory layers of a control system, while the low-level controller at the regulatory layer remains unaffected. The following scenarios are considered: (I) the attacker is able to record and replay sensors and controller data, causing the supervisory layer to operate based on false data; (II) the attacker is able to replay sensors data to the supervisory layer while the low-level control actions are received unaffected. This scenario models the case where the supervisory layer operates based on a set of sensors installed for system monitoring and that may differ from the sensors used for control. For both scenarios, a positive invariance approach is developed for analyzing attack detectability with respect to the set-point reference signal injected from the supervisory layer and an external attack conducted over the plant, where the invariant sets are represented as zonotopes. Conditions to guarantee attack detectability are derived under the assumption that the disturbances are bounded.

The article is structured as follows: Section 2 introduces some preliminary developments regarding the zonotope representation of invariant sets, as well as the different phases that constitute the attack. Section 3 is devoted to the description of the system in healthy operation, while the assumptions on the system operation during the record phase are detailed in Section 4. Section 5 presents the analysis of the detectability of the attack during the replay phase. An illustrative example is presented in Section 6. Finally, Section 7 presents concluding remarks.

2. Preliminaries

2.1. Zonotopes and basic set operations

Zonotopes are centrally symmetric convex polytopes that can be described as Minkowski sums of line segments [23]. In the generator representation, a zonotope \( Z \) is described by its center \( c \in \mathbb{R}^n \) and generators \( g_1, \ldots, g_m \in \mathbb{R}^n \) as \( Z = [c + H \xi : \xi \in \mathbb{R}^m, \|\xi\|_\infty \leq 1] \) where \( H = [g_1, \ldots, g_m] \) indicates the generators matrix and the ratio \( m/n \) is the order of the zonotope. For simplicity, zonotopes will be denoted by \( Z = (c, H) \).

Let the sets \( Z, W \subset \mathbb{R}^n \), the matrix \( P \in \mathbb{R}^{k \times n} \), and define

\[
P Z = \{ P z : z \in Z \}, \tag{1a}
\]

\[
Z \oplus W = \{ z + w : z \in Z, w \in W \}. \tag{1b}
\]

Zonotopes are closed under previous set operations, i.e., when \( Z = (c_z, H_z) \) and \( W = (c_w, H_w) \) are zonotopes, linear mappings (1a) and Minkowski sums (1b) are also zonotopes which can be computed as

\[
P Z = \{ P c_z + PH_w \}, \tag{2a}
\]

\[
Z \oplus W = \{ c_z + c_w, \{ H_z, H_w \} \}. \tag{2b}
\]

2.2. Invariant sets

Let us define a discrete-time linear time-invariant (LTI) system

\[
x^{+} = Ax + B\delta,
\]

where \( x \in \mathbb{R}^n \) is the system state, \( x^+ \in \mathbb{R}^n \) its successor and \( \delta \in \mathbb{R}^m \) is a disturbance constrained to the compact zonotope set \( \Delta = (c_\Delta, H_\Delta) \subset \mathbb{R}^n \). Besides, \( A \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{n \times m} \) are constant matrices with \( A \) an asymptotically stable matrix (all the eigenvalues of \( A \) are strictly inside the unit disk).

Definition 1 (Robust Positive Invariance). The set \( \Omega \subset \mathbb{R}^n \) is said to be robustly positively invariant (RPI) for the system (3) and disturbance set \( \Delta \), if \( Ax + B\delta \in \Omega \) for all \( x \in \Omega \) and all \( \delta \in \Delta \).

Equivalently, \( \Omega \) is RPI if and only if \( A\Omega \oplus B\Delta \subset \Omega \).

Definition 2 (Minimal RPI). The minimal RPI (mRPI) set of (3) is the RPI set in \( \mathbb{R}^n \) that is contained in every closed RPI set of (3) and disturbance set \( \Delta \).

For LTI asymptotically stable systems like (3), the mRPI set exists and is unique and compact [24, Sec. IV]. In addition, such mRPI set is the limit set of all trajectories of the system. Henceforth, a zonotopic \( \epsilon \)-approximation of the mRPI set will be computed by means of Algorithm 1 detailed in Appendix. When referring to Algorithm 1, the center and the generators matrix recursion will be provided.

For a detailed analysis on set invariance the reader is referred to comprehensive studies [24,25].

2.3. Attack time windows

In the attack under study, it is assumed that at a first stage a malicious attacker secretly records the data transmitted from the regulatory layer to the supervisory layer. Then, the recorded data are replayed back to the supervisory layer with the intention of masking a physical attack conducted over the plant. Consequently, the following time windows are defined:

1. Record window: transmitted data are assumed to be recorded for \( k_{rep} = \{ k \in \mathbb{N} : k \in [k_0, k_0 + l - 1] \} \), where \( l \in \mathbb{N} \) denotes the size of the record window.

2. Replay window: real data are replaced for \( k_{rep} = \{ k \in \mathbb{N} : k \in [k_1 + (n - 1)l, k_1 + nl - 1] \}, \forall n \in \{1, \ldots, n_f\} \), where \( n_f \in \mathbb{N}^+ \) accounts for the total number of repetitions of the recorded sequence.

3. Physical attack window: a physical attack against the plant is launched for \( k_{phys} = \{ k \in \mathbb{N} : k \in [k_2, k_3] \} \subset k_{rep} \), i.e., \( k_2 \geq k_1 \) and \( k_3 \leq k_1 + n_f l - 1 \).

Whenever one of the above temporal sets is mentioned, it is assumed implicitly that the index \( k \) lies within it.

3. System under healthy operation

Let us consider the following system

\[
x_{k+1} = Ax_k + Bu_k + E_w w_k,
\]

\[
y_k = Cx_k + E_v v_k,
\]

\[
(4)
\]
where $x_k \in \mathbb{R}^{n_x}$ is the state vector, $u_k \in \mathbb{R}^{n_u}$ is the applied control action and $y_k \in \mathbb{R}^{n_y}$ corresponds to the sensor measurements at time instant $k$. Furthermore, $w_k \in \mathbb{R}^{n_w}$ and $v_k \in \mathbb{R}^{n_v}$ represent the process disturbances and measurement noise, respectively. Henceforth, the index $k + 1$ will be replaced by the superscript $+$ and $k$ will be omitted for the sake of simplified notations.

**Assumption 1.** The pair $(A, B)$ is asymptotically stabilizable and the pair $(A, C)$ is asymptotically detectable.

**Assumption 2.** Uncertainties are bounded by

$$w \in \mathcal{W} = (c_w, H_w), \quad v \in \mathcal{V} = (c_v, H_v),$$

with $H_w \in \mathbb{R}^{n_w \times m_w}$, $H_v \in \mathbb{R}^{n_v \times m_v}$ known generator matrices and $c_w \in \mathbb{R}^{n_w}$, $c_v \in \mathbb{R}^{n_v}$ known zonotope centers.

The control objective is to regulate the plant tracking error defined at each sample as $z = x - x_{ref}$, where $x_{ref} \in \mathbb{R}^{n_x}$ is the reference signal governed by

$$x_{ref}^+ = Ax_{ref} + Bu_{ref},$$

and $u_{ref} \in \mathbb{R}^{n_u}$ is the reference signal generated at the supervisory layer, which is sent to the low-level controller (regulatory layer) in charge of regulating the plant’s tracking error (see Fig. 1). For a desired output set-point $y_{ref} = Cx_{ref}$, the corresponding $u_{ref}$ signal can be obtained by means of classical model inversion-based feedforward schemes [26].

### 3.1. Regulatory layer

In order to satisfy the control objective, the low-level controller is assumed to perform an estimate-feedback control action based on the estimates provided by its own set-based observer [27–29], and that differs from the one used in the supervisory layer. In this regard, the difference between the system’s state and the state estimate generated by the low-level estimator $\hat{x}_e \in \mathbb{R}^{n_x}$, is denoted as $\eta = x - \hat{x}_e$.

**Assumption 3.** The controller estimation error $\eta$ lies within the zonotopic set

$$\eta \in \mathcal{H} = (c_\eta, H_\eta),$$

with generators matrix $H_\eta \in \mathbb{R}^{n_x \times m_\eta}$ and center $c_\eta \in \mathbb{R}^{n_x}$.

Hence, the control law is given by

$$u = \tilde{u} + u_{ref},$$

where $\tilde{u}$ denotes the estimate-feedback action computed by the low-level controller

$$\tilde{u} = -K(\hat{x}_e - x_{ref}) = -Kz - Kn\eta,$$

Accordingly, under control law (8), the tracking error dynamics is governed by the equation

$$z^+ = x^+ - x_{ref}^+ = (A - BK)z - BK\eta + E_w w,$$

with $K$ designed such that $A - BK$ is asymptotically stable. Therefore, Eq. (10) represents an asymptotically stable dynamical system subject to bounded disturbances.

### 3.2. Supervisory layer

In the supervisory layer, an anomalies detector monitors the plant operation. For this purpose, a generic Luenberger observer is considered as follows

$$\hat{x}^+ = (A - LC)\hat{x} + Bu + Ly,$$

where $\hat{x} \in \mathbb{R}^{n_x}$ represents the state estimation vector.

![Fig. 1. Overall scheme. Solid (dotted) lines represent local (remote) connections.](image)

4. Record phase

Two different attack scenarios are considered:

- **Scenario I:** the attacker has gained access to the input/output data sent by the low-level controller to the monitoring center. Thus, the recorded data sets are $Y = \{y_k : k \in K_{rec}\}$ and $U = \{u_k : k \in K_{rec}\}$.

Let us denote the estimation error as $e = x - \hat{x}$. Then, from (4) and (11), we obtain

$$e^+ = x^+ - \hat{x}^+ = (A - LC)e + E_w w - LE_v v,$$

with $L$ designed such that $A - LC$ is asymptotically stable. Consequently, Eq. (12) represents an asymptotically stable dynamical system subject to bounded disturbances.

**Assumption 4.** The system is in stationary operation such that $k \geq k^*$, with $k^* \in \mathbb{N}^+$ a finite sample by which the trajectories of (10) and (12) have converged into their respective mRPI sets.

In the sequel, an RPI zonotopic over-approximation of the mRPI set for system (12) will be denoted as $E = (c_e, H_e)$, and may be computed through Algorithm 1 in the Appendix, obtaining

$$c_e = A^{-1}(E_w c_w - LE_v c_v),$$

$$H_{e,f+1} = [A - LC] H_{e,f} + E_w H_w - LE_v H_v],$$

with $A = I - (A - LC)$ and (13b) representing the required generators matrix recursion.

### 3.3. Anomalies detector

The presence of anomalies is monitored based on the values adopted by the following residual vector

$$r = y - C\hat{x} = C(x - \hat{x}) + E_v v = Ce + E_v v.$$

Therefore, the healthy residual zonotopic set is given by

$$\mathcal{R}_H = CE \oplus EV = (c_E, H_E),$$

using the set operations (2), it follows

$$c_E = CA^{-1}(E_w c_w - LE_v c_v) + E_v c_v,$$

$$H_E = CH_E + E_v H_v.$$

Hence, the following can be established

$$\{ r \in \mathcal{R}_H \implies \text{Healthy system.} \}
\{ \text{otherwise} \implies \text{Something is wrong.} \}$$

4. Record phase
• Scenario II: the attacker is able to access only the output sensors data, such that the recorded data set is \( Y \equiv \{ y_k : k \in K_{rec} \} \). Note that this scenario models also the case where the monitoring center operates based on a set of input/output sensors installed for monitoring the plant operation and the attacker has gained access to the output sensors only. These sensors may differ from the ones used by the controller to close the low-level control loop.

Let us denote with the superscripts ′ and ‾ the state of the system variables during the record and replay phases, respectively. As an example, for the state variable it follows: \( x_k^\prime = x_k \forall k \in K_{rec} \), while \( x_k^\mp = x_k \forall k \in K_{rep} \).

4.1. Regulatory layer

The control signal that is being injected during the record phase \( u^\prime = \bar{u} + u_{ref}^\prime \), encompasses the low-level control action

\[
\bar{u} = -Kz^\prime - K \eta^\prime, \tag{17}
\]

with \( \eta^\prime \in \mathcal{H} \), plus the fixed-set point reference signal \( u_{ref}^\prime \).

Therefore, the tracking error dynamics is

\[
z^{\prime \prime} = \bar{x}^{\prime \prime} - \bar{z}_{ref} = (A - BK)z'^\prime - BK \eta^\prime + E_u w^\prime. \tag{18}
\]

4.2. Supervisory layer

The estimator dynamics during the record phase is

\[
\dot{x}^{\prime \prime} = (A - LC)\bar{x}^{\prime \prime} + Bu^\prime + Ly^\prime, \tag{19}
\]

starting at the initial state \( \bar{x}^{\prime \prime}_0 = \dot{x}_{rec} \). Accordingly, the associated residual vector during the replay phase is

\[
r^\prime = y' - C\bar{x} = C(x' - \bar{x}) + E_u v', \tag{20}
\]

which, by means of Assumption 4, satisfies

\[
r^\prime \in \mathcal{R}_H \quad \forall k \in K_{rec}. \tag{21}
\]

5. Attack phase

During the attack phase, the attacker replays back previous measurements aiming to make a physical attack conducted over the plant undetectable (cf. Section 2.3).

Assumption 5. The attacker knows the model of the system and is capable of compromising the state variables independently by means of an attack signal \( a(k) \in \mathbb{R}^n \) (e.g. liquid theft from different tanks of a distribution network).

Assumption 5 is in line with the attack modeling performed in other works like [3]. According to the time windows defined in Section 2.3, the attack vector satisfies

\[
a(k) \begin{cases} \neq 0 & \text{if } k \in K_{phy}, \\ = 0 & \text{otherwise}. \end{cases} \tag{22}
\]

Following the previously presented notation, for all \( k \in K_{rep} \) we have

\[
x^{\prime \prime} = Ax^\prime + Bu^\prime + E_u w^\prime + a, \tag{23}
\]

starting at the initial state \( x_{h}^\prime = x_h \). Moreover, process disturbances/noise satisfy \( w^\prime \in \mathcal{W}, v^\prime \in \mathcal{V} \).

Remark 1. The analysis performed below is also applicable to the case in which \( a \) is injected through the input matrix, i.e. substituting \( a \) in (23) with \( \bar{a} \) (with \( \bar{a} \in \mathbb{R}^m \)). This case would describe cyber-attacks that modify the set-point signals sent from the supervisory to regulatory layer.

5.1. Regulatory layer

In the considered attacks, the malicious attacker is unable to access the dedicated network of the low-level controller, so the control loop remains healthy.

The injected signal during the replay phase is \( u^\prime = \bar{u} + u_{ref}^\prime \), with

\[
\bar{u} = -Kz^\prime - K \eta^\prime, \tag{24}
\]

where \( \eta^\prime \in \mathcal{H} \). Besides, \( u_{ref}^\prime \) denotes the reference signal that is being sent from the supervisory layer during the replay phase.

Note that the controller capability to regulate the tracking error is affected by the presence of a

\[
z^{\prime \prime} = \bar{x}^{\prime \prime} - \bar{z}_{ref} = (A - BK)\bar{z} + E_u w^\prime - BK \eta^\prime + a, \tag{25}
\]

that is, since the controller remains healthy it will react to the physical attack \( a \).

5.2. Scenario I

The first scenario considers that the recorded data sets \( Y \) and \( U \) are replayed back. Hence, from the supervisory layer point of view, the received signals are \( y^\prime = y' \) and \( \bar{u} = \bar{u}' \forall k \in K_{rep} \).

Accordingly, the residual vector during the replay phase is

\[
r^\prime = y' - C\bar{x} = (y' - C\bar{x}) + (C\bar{x}' - C\bar{x}) = r^\prime + C(\bar{x}' - \bar{x}), \tag{26}
\]

with the state estimator evolving according to

\[
\bar{x}^{\prime \prime} = (A - LC)\bar{x}^\prime + Bu^\prime + Bu_{ref}^\prime + Ly^\prime. \tag{27}
\]

Let us denote by \( \bar{x} = \bar{x}' - \bar{x} \) the difference in the estimation between record and replay phases. Thus, comparing (19) and (27), we obtain

\[
\bar{x}^{\prime \prime} = (A - LC)\bar{x} + Bu^\prime + Bu_{ref}^\prime + Ly^\prime - \Delta u_{ref}. \tag{28}
\]

where \( \Delta u_{ref} = u_{ref}^\prime - u_{ref}^\prime \) represents the difference in the reference signal between the record and replay phases for a fixed \( u_{ref}^\prime \). Since (28) is not affected by uncertainties, by denoting \( c = \bar{x} \) the evolution of (28) can be rewritten in zonotopic form as

\[
\bar{x} = (c_0, x). \tag{29}
\]

Hence, taking into consideration (21), from (26) the computation of the residual set under attack is

\[
\mathcal{R}_A = \mathcal{R}_H \oplus C\bar{x} = (c_h^A, H_0^A) \oplus (Cz^h, Cz^h) = (c_h^A + \delta c_z, H_0^A + Cz^h). \tag{30}
\]

with \( \delta c_z = c_h^A - c_h^A = Cc_z \) denoting the center difference.

Definition 3. Guaranteed attack detection is achieved if and only if \( \mathcal{R}_H \cap \mathcal{R}_A = \emptyset \) at some \( k \in K_{rep} \).

5.2.1. Steady-state analysis

The main advantage of the zonotopic invariant set analysis is that it allows to derive analytic expressions regarding the separability of the residual sets in order to enforce detectability. Accordingly, below it is considered that the reference signal imposed from the supervisory layer \( u_{ref}^\prime \) is constant, and thus, \( \Delta u_{ref} = const. \) since \( u_{ref}^\prime \) is fixed.

Related to the set separation condition introduced in Definition 3, the zonotopic interpretation (see [30]) of Lemma 2.1 in [31], is formulated as

Lemma 1. Let \( Z = \langle a_z + b_z, H_z \rangle \) and \( Y = \langle a_y + b_y, H_y \rangle \). Then, \( Z \cap Y = \emptyset \) if and only if \( a_z - a_y \notin \langle b_z, H_z \rangle \) and \( \langle -b_y, H_y \rangle \).

Accordingly, the following proposition regarding the output set-point imposed from the supervisory layer can be obtained.
Proposition 1. Guaranteed attack detection is achieved in the steady-state if the output set-point difference between record and replay phases $\Delta y_{\text{ref}} = y'_{\text{ref}} - y''_{\text{ref}}$ fulfills

$$\Delta y_{\text{ref}} \notin (0, M^{-1} \begin{bmatrix} H^b_t & H^b_r \end{bmatrix}^T),$$

with $M = (I - C A^{-1} L)$.

Proof. From $\Delta u_{\text{ref}} = \text{const}$, and taking into consideration the asymptotically stable system (28) and that $\delta c_t = C c_t$, the displacement of the residual set center settles at

$$\delta c_t = c^a_t - c^b_t = C A^{-1} B \Delta u_{\text{ref}}.$$  

(31)

By denoting as $y'_{\text{ref}}$ the fixed set-point generated by $y''_{\text{ref}}$, from the linearity of the reference model (6), it follows

$$\Delta y_{\text{ref}} = C (I - A)^{-1} B \Delta u_{\text{ref}}.$$  

(32)

Besides, by taking into consideration the equality

$$\Lambda^{-1} = (I - A)^{-1} - \Lambda^{-1} L C (I - A)^{-1},$$

(33)

then, using (32) and (31) can be rewritten as

$$\delta c_t = C ((I - A)^{-1} - \Lambda^{-1} L C (I - A)^{-1}) B \Delta u_{\text{ref}} =$$

$$= (I - C A^{-1} L) \Delta y_{\text{ref}} = M \Delta y_{\text{ref}}.$$  

(34)

Therefore, by considering $\mathcal{R}_L = (c^a_q, H^b_t)$ and $\mathcal{R}_A = (c^a_q + \delta c, H^b_t)$, from Lemma 1 it follows that $\mathcal{R}_L \cap \mathcal{R}_A = \emptyset$ if and only if (30) is satisfied. \(\Box\)

Remark 2. Based on the performed analysis, watermarking signals can be further developed by designing input sequences that take into account the transient behavior of $\delta c_t$, in order to enforce the guaranteed detection condition in Definition 3, while minimizing the performance loss induced in the system operation.

5.3. Scenario II

For the second scenario, the received sensors data at the supervisory layer are $y' = \hat{y}'$, while the controller inputs are received unaltered. Thus, the residual vector is

$$r^a = y' - C \hat{x}' = C (\hat{x}' - \hat{x}') + E_v v'.$$  

(35)

Denoting $\hat{x}' = x' - \hat{x}'$, its dynamics evolves according to

$$\dot{\hat{x}}' = \hat{x}'^+ - \hat{x}'^+ = (A - LC)\hat{x}' + B \Delta u_{\text{ref}} +$$

$$+ B (u' - \bar{u}) + E_v w' - LE_v v'.$$

(36)

Note that the evolution of (36) depends also on the dynamics of systems (18) and (25) through the control action $\bar{u}$ and $u'$, respectively. Let us gather the evolution of those systems in $q = \begin{bmatrix} \hat{x}'^T & z'^T & z'^T \end{bmatrix}^T$, such that

$$q'^+ = \Theta q + \Pi d + \Sigma \Delta u_{\text{ref}} + \Phi a,$$

where vector $d = \begin{bmatrix} w'^T & w'^T & \eta'^T & \eta'^T \end{bmatrix}^T$ encompasses the different disturbances. The augmented system matrices are

$$\Theta = \begin{bmatrix} A - LC & -BK & BK \\ 0 & A - BK & 0 \\ 0 & 0 & A - BK \end{bmatrix}, \quad \Sigma = \begin{bmatrix} 0 \\ B \\ 0 \end{bmatrix},$$

$$\Pi = \begin{bmatrix} E_v & 0 & -LE_v & -BK & BK \\ E_v & 0 & 0 & -BK & 0 \\ E_v & 0 & 0 & -BK & 0 \end{bmatrix}, \quad \Phi = \begin{bmatrix} 0 \\ 0 \end{bmatrix}.$$

5.3.1. Steady-state analysis

An analysis similar to the one performed in Section 5.2 will be carried out. In this regard, let us consider $U^a_{\text{ref}}$ to be constant during the replay phase, i.e., $\Delta u_{\text{ref}} = \text{const}$, and let us consider the following assumption.

Assumption 6. The physical attack $a$ is performed abruptly and is kept constant over the attack set $K_{\text{phy}}$.

Consequently, at steady-state, a zonotopic over-approximation $Q = \langle c_q, H_q \rangle$ of the mRPI set for system (37) may be computed through Algorithm 1, obtaining

$$c_q = \left([I - \Omega]^{-1} (P c_q + \Sigma \Delta u_{\text{ref}} + \Phi a), \quad H_{q,j+1} = \Theta H_{q,j} \Pi \text{diag}(H_w, H_e, H_h, H_h), \right),$$

where $c_d = [c^a_q, c^a_q, c^a_q, c^a_q]^T$ and

$$\left([I - \Omega]^{-1}ight)_{ij} = \begin{bmatrix} \Lambda^{-1} & -\Lambda^{-1} BK \Gamma^{-1} & \Lambda^{-1} BK \Gamma^{-1} \\ 0 & \Gamma^{-1} & 0 \\ 0 & 0 & \Gamma^{-1} \end{bmatrix}.$$

(38)

with $\Gamma = (A - BK)$.

Proposition 2. Guaranteed attack detection is achieved in the steady-state if the output set-point difference $\Delta y_{\text{ref}}$ and attack vectors $a$ satisfy

$$M \Delta y_{\text{ref}} + C \Lambda^{-1} BK \Gamma^{-1} a \notin (0, [H^b_t H^b_t]) ,$$

(39)

where $H^a = [CPH_q E_v H_h]$ and $P = \begin{bmatrix} I & 0 \end{bmatrix}$.

Proof. Given an attack vector $a$ that satisfies Assumption 6 and $\Delta u_{\text{ref}}$, by defining the projection matrix $P = \begin{bmatrix} I & 0 \end{bmatrix}$, the trajectories of (36) will converge into the zonotopic set $\hat{x} = P Q = \langle c_q, H_q \rangle = \langle P c_q, P H_q \rangle$, with

$$c_t = \Lambda^{-1} (E_v c_w - (BE_v + LE_v)c_v + B \Delta u_{\text{ref}} + BK \Gamma^{-1} a).$$

(40)

Hence, from (35), and taking into account (2), the residuals under attack will settle in the set

$$\mathcal{R}_A = C \bar{x} \oplus \mathcal{E}_v \mathcal{V} = \langle c^a_q, H^b_t \rangle = \langle \bar{C} c_t, H_h \rangle.$$  

(41)

Accordingly, by recalling that $c^a_q = C A^{-1} (E_v c_w - LE_v c_v) + E_v c_v$, the center of the residual set under attack can be rewritten as a function of the healthy center as $c^a_q = c^b_q + \delta c_t$, where

$$\delta c_t = C A^{-1} (BK \Gamma^{-1} a + B \Delta u_{\text{ref}}).$$

(42)

Therefore, adapting the steps given in proof of Proposition 1, it follows that $\mathcal{R}_L \cap \mathcal{R}_A = \emptyset$ if and only if (39) is satisfied. \(\Box\)

Concerning this attack scenario, the following discussion may be given regarding the attack detectability.

Residual set size: Note that for the attack case, the generator matrix contains additional terms with respect to the ones included in the healthy case. This is a direct consequence of the fact that the cause-effect relationship between the injected control signal and the obtained measurements during the attack is lost, i.e., the healthy control signal $\bar{u}$ and the replayed output $y'$ take independent values during the attack. The bigger size of $\mathcal{R}_A$ with respect to $\mathcal{R}_L$ has two consequences: (I) it is possible to detect the attack even without forcing the center displacement; (II) the bigger size of the attacked set requires a bigger center displacement in order to fulfill condition (39).

Center displacement: Note that the attack vector $a$ appears explicitly in the detectability condition (39). If the output set-point is maintained constant between phases $\Delta y_{\text{ref}} = 0$, the effect of the injected vector $a$ is particularly critical along the directions
that belong to the null space of the matrix $C A^{-1} BK \Gamma^{-1}$, i.e., $a \in \mathcal{N}(C A^{-1} BK \Gamma^{-1})$, since these attacks would not cause a displacement of $\delta_c$. In other words, a malicious attacker could carry out an unbounded attack $a$ for which there are no detectability guarantees from the defender’s point of view.

Regarding the existence of $\mathcal{N}(C A^{-1} BK \Gamma^{-1})$, the following proposition can be derived.

**Proposition 3.** The dimension $d$ of $\mathcal{N}(C A^{-1} BK \Gamma^{-1})$ is lower bounded by $d = n_x - \text{rank}(C A^{-1} BK \Gamma^{-1}) \geq n_x - \min\{\text{rank}(C), \text{rank}(BK)\}$.

**Proof.** The proof is based on well-known matrix rank properties. Let us denote $X = C A^{-1}$, $Y = BK \Gamma^{-1}$ such that $\mathcal{N}(C A^{-1} BK \Gamma^{-1}) = \mathcal{N}(XY)$. The following holds

\[
\text{rank}(XY) \leq \min\{\text{rank}(X), \text{rank}(Y)\},
\]

\[
\text{rank}(X) = \text{rank}(C),
\]

\[
\text{rank}(Y) = \text{rank}(BK).
\]

Therefore, it follows that

\[
\text{rank}(XY) \leq \min\{\text{rank}(C), \text{rank}(BK)\}.
\]

Finally, by considering that the dimension of $\mathcal{N}(XY)$ is $d = n_x - \text{rank}(XY)$, the proof is completed. $\square$

Note that, given a null space $\mathcal{N}(C A^{-1} BK \Gamma^{-1})$ of dimension $d$, a malicious attacker could introduce an attack $a \in \mathcal{N}(C A^{-1} BK \Gamma^{-1})$ with $n_x - d + 1$ components different that zero, i.e. the attacker needs to have access only to $n_x - d + 1$ states to carry out this attack. Besides, the lower bound on $d$ does not depend on the supervisory observer gain $L$. Consequently, this motivates to modify $\Delta y_{\text{ref}}$ in order to detect these possible unbounded attacks.

**Remark 3.** Note that, since the analysis developed considers the steady-state operation of the system, the obtained expressions are independent of the record/replay starting times.

6. Case study

The considered case study is a quadruple-tank process [32], regulated using a low-level state estimated-feedback controller and supervised by means of a state estimator. False data are replayed to the anomalies detector.

Regarding the quadruple-tank system, vectors $h = [h_1, h_2, h_3, h_4]^T$, $u = [u_1, u_2]^T$ and $y = [y_1, y_2]^T$ denote the tank levels, process inputs (voltages to the pumps) and outputs (voltages in level measurements), respectively. The system model is linearized at the minimum-phase point ($h^*, u^*$), for the system parameters presented in [32].

By performing an Euler discretization with sampling time $T = 1s$, and considering the disturbance/noise input matrices $E_v = 10^{-3} \text{diag}(5, 3, 1, 5)$, $E_n = 10^{-2} \text{diag}(4, 1)$, a discrete-time model is obtained as

\[
\Delta h^* = A \Delta h + B u + E_u w,
\]

\[
y = C \Delta h + E_v v,
\]

where $\Delta h = h - h^*$, $\Delta u = u - u^*$. Process disturbances and sensor noise, which take random values at each sample time within the sets $w \in (0, 1)$ and $v \in (0, 1)$, are included in the simulations.

An LQR controller is designed with state and input weight matrices $Q = 100I$ and $R = I$. Besides, the error for the state estimate used by the controller is constrained to $\eta \in (0, 10^{-3})$.

The observer in charge of the plant monitoring is also computed in an optimal way following the dual LQR design with $Q = 100I$ and $R = I$. Setting $\epsilon = 10^{-4}$, a guaranteed $\epsilon$-approximation for the estimation error is obtained for $l \geq 182$ (see Appendix).

By performing an interval over-approximation of the healthy residual zonotope $R_h$, the following bounds are obtained: $|r_1| \leq 0.0117$ and $|r_2| \leq 0.0059$.

6.1. Scenario I

The considered attack windows are: $K_{\text{rec}} = [100, 300]$ and $K_{\text{rep}} = [400, 1000]$. Besides, an attack vector $a = [1, 1, 1, 1]^T$ is injected during $K_{\text{phy}} = K_{\text{rep}}$. Note that the replayed data encompass the repetition of $n_r = 3$ times the recorded data set.

The set-point differences $\Delta y_{\text{ref}} = [\delta y_1, \delta y_2]^T$ obtained by computing an interval overapproximation of the zonotope in condition (30) are: $|\delta y_1| \leq 1.984, |\delta y_2| \leq 1.435$. This means that by imposing a set-point difference in any of the outputs bigger than the computed limits $|\delta y_1|$ and $|\delta y_2|$, it can be guaranteed that the residual vector will exit the healthy residual set in the steady-state.

In this regard, Figs. 2 and 3 show the system residuals and the imposed set-point for the attack described above. The dashed red lines in Fig. 2 show the computed limits of the healthy residual set. Note that during the time interval before the set-point modification (yellow background), the attack remains completely undetectable despite the injection of vector $a$. Besides, it can be seen how the imposed set-point difference $\Delta y_{\text{ref}} = [1.99, 1.44]^T$ presented in Fig. 3, encompases the residual vector in the healthy residual set at steady-state.

6.2. Scenario II

The considered attack windows in the simulation of Scenario II are: $K_{\text{rec}} = [100, 300]$ and $K_{\text{rep}} = [400, 1000]$. For the system under study, $\mathcal{N}(C A^{-1} BK \Gamma^{-1})$ has a dimension $d = 2$. Thus, the system is attacked following the direction $a = [-0.018, -0.002, 0.017, 0]^T \in \mathcal{N}(C A^{-1} BK \Gamma^{-1})$ for the time interval $K_{\text{phy}} = [500, 1000]$ (note that the fourth state in vector $a$ is set to zero).

![Fig. 2. Residuals at the supervisory layer - Scenario I.](image)

![Fig. 3. Set-point imposed from the supervisory layer.](image)
The attack is generated in the supervisory layer. Since the injection of the attacked constant. Consequently, Fig. 5 plots the residual signals in the transient, while minimizing the detectability can be given unless a temporal mismatch between the real outputs (in blue) are compared to the replayed outputs (green). The attack is introduced incipiently in the interval [500, 750] and later maintained constant. Therefore, Fig. 5 plots the residual signals generated in the supervisory layer. Since the injection of the attack does not displace the attack residual center, attack detectability cannot be guaranteed unless a temporal mismatch is forced in the reference signal generated at the supervisory layer.

7. Conclusions

This work used zonotopic sets to develop a set-invariance analysis on the detectability of replay attacks against the supervisory layer using an observer-based detection scheme. In spite of its inherent conservativeness, invariant analysis is an interesting tool in the attack analysis, as it allows to derive analytical expressions regarding attack detectability. Attack detectability when an attacker is replaying directly false data has been analyzed. It was shown how even in the case where the attacker is able to replay only sensor measurements, no guarantees regarding attack detectability can be given unless a temporal mismatch between record and replay phases is forced by means of a signal sent from the supervisory layer. The performed analysis serves as a basis for the future design of efficient watermarking signals that guarantee the attack detection during the transient, while minimizing the performance degradation induced to the system.
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Appendix. Zonotopic ε-approximation of the mRPI set

Below, the computation of a zonotopic ε-approximation of the mRPI set for the disturbed system (3) is discussed. This computation follows the iterative procedure used in [33] where, starting from an initial RPI, its reachable set is computed recursively, thus obtaining at each iteration a tighter RPI outer-approximation of the mRPI.

Initial RPI set

Let us consider system (3) and the zero centered disturbance \( \delta \in A = (0, H_0) \). From Theorem 1 in [34], it follows that for a given scalar \( \alpha \in [0, 1] \) there exists a finite \( s \in \mathbb{N}^+ \) that satisfies

\[
A^sB\tilde{A} \subseteq \alpha B\tilde{A}.
\]

Besides, if (A.1) is satisfied, then the zonotope \((0, H_0)\) with

\[
H_0 = (1 - \alpha)^{-1}[B_1 H_1 \ldots A_1^{-1}B_1],
\]

is an RPI set for (3). Note that the evaluation of (A.1) can be formulated as a convex problem as proposed in [35].

For the specific case where matrix \( A \) in (3) has real eigenvalues, a zonotopic RPI can be obtained directly by making use of the ultimate bound analytic formula reported below.

**Theorem 1** (See [33]). Consider (3) and let \( A = V\Lambda V^{-1} \) be the Jordan decomposition of \( A \). Then the set

\[
\{ x \in \mathbb{R}^n : |V^{-1}x| \leq (I - |\Lambda|^{-1})|V^{-1}B\tilde{\delta} + \theta|, \}
\]

is an RPI and it is attractive for the trajectories of (3), with \( \theta \) any (arbitrarily small) vector with positive elements and vector \( \tilde{\delta} \) with elements \( \tilde{\delta}_i = \|H_0\|_1 \).

For the case in which \( A \) has real eigenvalues, the similarity transformation matrix is such that \( V \in \mathbb{R}^{n \times n} \), and thus (A.3) is the half-space representation of a paraletope, which is known to be a first order zonotope. The relationship between a zero centered paraletope like (A.3) and its generators representation \((0, H_0)\) is formulated in [36].

Forward propagation and stopping criterion

**Proposition 4** (See [33]). Consider (3) and denote as \( \Phi_0 \) an RPI initial set for (3). Each of the set iterations:

\[
\Phi_{j+1} = A\Phi_j \oplus B\Delta.
\]

where \( j \in \mathbb{N} \) denotes the jth element of the sequence, is an RPI approximation of the mRPI set. Moreover, as \( j \) tends to infinity, the set sequence converges to the mRPI set.

By means of the previous recursion, a certified outer \( \epsilon \)-approximation of the mRPI set \( \Omega_m \) can be obtained.

**Theorem 2** (See Theorem 3.5 in [33]). For all \( \epsilon > 0 \) there exists an \( l \in \mathbb{N}^+ \) such that the following RPI outer \( \epsilon \)-approximation exists:

\[
\Omega_m \subset \Phi_l \subset \Omega_m \oplus \mathbb{B}_p^2(\epsilon),
\]

where \( \mathbb{B}_p^2(\epsilon) = \{x \in \mathbb{R}^n : \|x\|_p \leq \epsilon \} \) and \( \|x\|_p \) is the p-norm.
From Appendix A of [33], by choosing an $l$ such that
\[ A^l \Phi_0 \subset B_\infty^n (\epsilon/2), \]  
(A.4)
it is guaranteed that $\omega_m \subset \Phi_0 \subset \omega_m \oplus B_\infty^n (\epsilon)$. Therefore, given an $\epsilon > 0$, the following holds
\[ ||A^l \Phi_0||_\infty \leq ||A||_\infty ||\Phi_0||_\infty < \epsilon/2 \rightarrow ||A^l \Phi_0||_\infty \subset B_\infty^n (\epsilon/2). \]  
(A.5)
By eigendecomposing $A$ as $A = TP^{-1}$, the spectral radius of matrix $A$ can be expressed as $\rho(A) = ||\Psi||_\infty$. Thus, $||A^l||_\infty$ can be bounded as
\[ ||A^l||_\infty = ||TP^{-l}||_\infty \leq ||T||_\infty ||P^{-l}||_\infty \rho(A)^l. \]  
(A.6)
By replacing (A.6) in (A.5), and by computing $\phi = ||\Phi_0||_\infty$ and $\epsilon = ||T||_\infty ||P^{-1}||_\infty$, an $\epsilon$-approximation to the mRPI set is guaranteed by choosing
\[ l > \frac{\log(\epsilon/2) - \log(k \phi)}{\log(\rho(A))}, \quad l \in \mathbb{N}^+. \]  
(A.7)
Algorithm 1 summarizes the procedure for obtaining a zonotopic $\epsilon$-approximation of the mRPI for the system (3).

\begin{algorithm}[H]
\caption{Zonotopic $\epsilon$-approximation of the mRPI set}
\textbf{Input:} Pair $(A, B)$, parameter $\epsilon > 0$ and zonotopic representation of the disturbance set $\Phi = (\tilde{c}_d, H_d)$. \\
\textbf{Output:} Zonotopic RPI approximation $\mathcal{X}$ of the mRPI.
1. Compute $H_d$ either using (A.2) or by means of (A.3).
2. Compute the spectral radius $\rho(A)$, $\epsilon$ and $\phi = ||H_0||_\infty$.
3. Compute the minimum $l \in \mathbb{N}^+$ such that $l > \frac{\log(\epsilon/2) - \log(k \phi)}{\log(\rho(A))}$.
4. For $j = 0$ to $j = l - 1$ propagate $H_{l-j} = [AH_j BH_j]$.
5. Compute the RPI set $\mathcal{X} = \{c_x, 0\} \oplus \{0, H_l\}$ with: $c_x = (l - A)^{-1}BC_\Delta$.
\end{algorithm}
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