Placing by Touching: An empirical study on the importance of tactile sensing for precise object placing
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Abstract—This work deals with a practical everyday problem: stable object placement on flat surfaces starting from unknown initial poses. Common object-placing approaches require either complete scene specifications or extrinsic sensor measurements, e.g., cameras, that occasionally suffer from occlusions. We propose a novel approach for stable object placing that combines tactile feedback and proprioceptive sensing. We devise a neural architecture that estimates a rotation matrix, resulting in a corrective gripper movement that aligns the object with the placing surface for the subsequent object manipulation. We compare models with different sensing modalities, such as force-torque and an external motion capture system, in real-world object placing tasks with different objects. The experimental evaluation of our placing policies with a set of unseen everyday objects reveals significant generalization of our proposed pipeline, suggesting that tactile sensing plays a vital role in the intrinsic understanding of robotic dexterous object manipulation. Code, models, and supplementary videos are available on https://sites.google.com/view/placing-by-touching.

I. INTRODUCTION

Human dexterity is impeccable and is largely attributed to the human sense of touch. Tactile sensing enables precise, reliable, dexterous manipulation, a crucial component for the vision of generalized autonomy and of more capable, intelligent autonomous robotic systems [1]. Integrating the sense of touch is a key research topic in robotics, with prominent works including tactile insertion [2]–[4], in-hand manipulation [5]–[8], assembly [9]–[11], human-robot-interaction [12], [13], and object pose estimation [14], [15].

In the past few years, significant effort has been put into designing sensitive and compact tactile sensors that allow easy integration with robotic systems. Compared to more traditional Force/Torque (F/T) sensors that only provide one 6-dimensional F/T measurement at the sensor’s location, tactile sensors offer a high spatial resolution and measurements directly at the points of contact. However, the high-dimensional tactile signals are usually unsuitable for direct integration in control loops and require additional preprocessing. Tactile sensors can be realized using a wide range of sensing principles [16]. Recently, tactile sensors based on piezo-resistive sensing distributed in an array of taxels [17]–[21], and those relying on cameras capturing a soft gel’s surface [22]–[27] have become increasingly popular amongst the robotics community.

Herein, we focus on piezo-resistive tactile sensors. In particular, we use a pair of Myrmex tactile sensors [18], which feature a 16×16 taxel array sampled at 1 kHz, i.e., matching the frequency of good F/T sensors, whilst visuotactile sensors can perform at best around 90 Hz. Regarding costs, tactile sensors like Myrmex or GelSight are considerably cheaper than F/T sensors.

This work studies the benefit of local tactile measurements between gripper and object for stable and reliable object placing. Stable object placement is an essential skill for any autonomous robotic system, particularly for capable assistive household robots. It forms the basis for many tasks, such as object rearrangement, assembly, sorting, and storing.
goods. While a large body of prior works exists on stable object placing [28]–[34], none of those works investigates the contribution of tactile feedback in stable placing. Rather, they rely either on vision systems, which are prone to occlusions and require external sensors, or accurate scene descriptions, which demand cumbersome manual labor. We attempt to fill this gap by investigating the impact of tactile sensing in this simple yet challenging scenario.

We propose an effective pipeline for translating taxel-based measurements into useful features for learning a pose correction signal to ensure optimal object placement. A placing action is optimal if the object’s placing normal (orthogonal to its placing surface) is colinear with the normal of the placing surface, e.g., a table. Our method comprises a deep convolutional neural network that predicts a corrective rotation action for the gripper. Given the current tactile sensor readings and potentially adding other signals, e.g., F/T information, we predict a rotation matrix w.r.t. the current gripper frame (cf. Fig. 3(a)). The z-axis of this predicted frame corresponds to the object’s placing normal. This prediction is subsequently used to plan a hand movement to align the object’s placing normal with the table’s normal. After this single-step prediction and alignment, we attempt to place the object on the surface while keeping the previously determined orientation fixed. The major challenge here is to predict the object’s placing normal solely from tactile and proprioceptive sensors instead of employing traditional extrinsic vision-based methods. To assess the importance of learning-based placing policies for this problem, we compare our method to two classical baseline approaches.

Our main contributions are twofold; (i) the development and training of tactile-based policies for stable object placing without requiring any extrinsic visual feedback, and (ii) an open-source suite of our dataset, CADs, pretrained models, and the codebase of all methods (both classical and deep learning ones) from our extensive real-robot experiments.

Overall, our study confirms that tactile sensing can be a powerful and valuable low-cost addition to robotic manipulators: their signals provide features that increase reliability and robot dexterity.

## II. RELATED WORK

### Object Placing

Stable object placing is a crucial skill for autonomous robotic systems. Many prominent tasks in the robotic community, such as object rearrangement or assembly, require robotic pick & place sequences that heavily rely on this skill. The authors of [29] propose a model-based pointcloud-conditioned approach for stable object placing by matching polygon models of object and environment. Similarly, [28] uses pointcloud observations for extracting meaningful feature representations for learning to place new objects in stable configurations. More recently, [32] proposes to exploit learned keypoint representations from raw RGB-D images for solving category-level manipulation tasks. [31] also uses a combination of vision and learning for manipulating unknown objects. [33] presents a planning algorithm for stable object placement in cluttered scenes requiring a fully specified environment. Closely related to our work is [34], which presents an iterative learning-based approach for placing household objects onto flat surfaces but using a system of three external depth cameras for input.

While most of these works deal with the problem of generating stable placing poses for unknown objects, the main difference to our work lies in the input observation–none of them considers tactile sensing. Instead, they all rely on single or even multiple depth/RGB images. Relying on image data might be problematic due to gripper-object occlusions in highly cluttered scenes, especially if the object ends up inside the gripper without any prior knowledge of its pose. Additionally, external sensing systems require careful and precise calibration w.r.t. the robot, which is often tedious, time-consuming, and error-prone. In contrast, tactile sensors directly provide the contact information between the object and gripper, independent of the surrounding environment.

**In-hand object pose estimation.** Due to the inherent difficulties of estimating a grasped object’s pose and due to its importance for tasks like pick & place or in-hand manipulation, multiple methods for object-in-hand pose estimation have been developed. The authors of [35] solely exploit tactile sensors and match their signal with a local patch of the object’s geometry, thereby estimating its pose. Other works [36], [37] make use of both visual and tactile inputs. While [36] only requires an initial visual input for initializing a particle filter, [37] employs an extended Kalman filter constantly using vision & touch. Recent progress in deep learning has fostered data-driven methods for in-hand object pose estimation. [38]–[40] present end-to-end approaches based on RGB images. While [38], [39] directly outputs pose predictions, [40] learns observation models that can later be exploited in optimization frameworks. [41] fuses vision and tactile in an approach that self-determines the reliability of each modality, while [42] exploits a learned tactile observation model in combination with a Bayes filter. Following the successes of recent deep learning approaches, we propose to learn an end-to-end direct mapping from tactile input for estimating the grasped object’s placing normal. We want to point out that we are not interested in estimating the object’s full 6D pose. Instead, we only focus on aligning the object with the placing surface. Moreover, our proposed method does not require any repetitive measurements or filtering and solely needs to be queried once. Finally, our method requires a very small training set.

**Insertion.** Stable object placing is also related to tactile insertion. Successful completion of both tasks requires suitable alignment between object & table, or peg & hole. Several works approach challenging insertion tasks using tactile sensors [2]–[4], [43], [44]. The authors of [43] leverage vision-based tactile sensors for precisely localizing small objects inside the gripper. This information is subsequently exploited for small-part insertions using classical control. [2], [3] also focus on solving tight insertion tasks using learned tactile representations. Both exploit the tactile measurements as a feedback signal to predict residual control commands. Recently, [4] demonstrated tactile insertion through active ex-
tristic sensing, i.e., explicitly estimating the contact between a peg and a hole. Contrarily to tactile placing, tactile insertion requires environment interactions – typical strategies involve highly compliant policies for guiding the insertion [45]. In tactile-based object placing instead, it is crucial to estimate the properties of the currently held object for identifying stable placing poses. To the best of our knowledge, we are the first to investigate tactile sensing for the stable placing of objects onto flat surfaces, providing a thorough analysis of the different combinations of sensing modalities and comparisons with classical and deep approaches for concluding on the importance of tactile sensing when planning object-placing actions.

III. STABLE OBJECT PLACING

This work considers one of the most common household manipulation tasks: placing on planar surfaces like shelves or tables. For an object to be placed optimally, one of its (potentially many) placing faces need to be aligned with the placing surface prior to releasing from the hand. Which faces of an object are safe for placement is both object- and context-dependent. In the following, we will first describe the different phases of stable object placing, then provide a mathematical definition of the pose correction action necessary for aligning the object with the placing surface. Finally, we describe the controllers that execute the pose correction and object placing.

A. The four phases of object-placing by touching

We structure stable object placing into four phases, as shown in Figs. 2 & 1. At the beginning of the object-placing pipeline, we only assume the object to be inside the gripper. Yet, we do not have any prior information about its pose, as would be the case after a handover. In the first phase, given sensory information, we estimate the object’s placing normal, which allows quantifying the misalignment with the placing surface (see Sec. III-B). Based on the misalignment prediction, we compute and execute a corrective motion (see Sec. III-C). For the third phase, a placing motion is planned and executed that moves the object towards the placing surface linearly while maintaining the object’s orientation. Once the robot detects table-object contact in the tactile

B. Definition of pose correction action for stable placing

As illustrated in Fig. 3(a), we define the object’s placing normal \( \vec{z}_p = R^G_{O'} \vec{z} = R^{W}_{O'} \vec{z} \) to lie along the \( \vec{z} \)-axis in the so-called local object placing frame \( O' \) with the rotation matrix from a reference frame, e.g., “world”, to the object placing frame given by \( R^{W}_{O'} \in SO(3) \). \( R^{G}_{O'} \) & \( R^{W}_{O'} \), thus, describe the rotation matrices from the world to the object frame, and from the object frame to the object’s placing frame, respectively. Note that we deliberately introduce this local object placing frame \( O' \), in addition to the object’s pose frame \( O \), for two reasons. On the one hand, there might exist multiple placing frames per object, and on the other hand, to highlight that knowing the object’s pose might not be informative enough for stable placing, for instance, in the case of lacking precise information about the object’s geometry. Since we only consider scenarios where the object was already grasped, \( R^{W}_{O'} \) can be decomposed into two distinct rotation matrices

\[
R^{W}_{O'} = R^{W}_{G} R^{G}_{O'},
\]

where \( R^{W}_{G}, R^{G}_{O'} \in SO(3) \) describes the orientation of the gripper w.r.t. the world and the object’s placing frame within the gripper, respectively. While the former can be reliably estimated via forward kinematics from proprioceptive feedback, the latter is usually unknown. Here, we make the assumption, that one suitable placing face of the object is oriented toward the ground, which is generally the case after grasping or human-robot object handovers of various household objects. Thus, \( R^{G}_{O'} \) has to be estimated based on sensor measurements as it is an indispensable ingredient for generating a motion that corrects the object misalignment and enables appropriate placing.

C. Object reorientation and placing motion

Next, we require a placing controller that, given \( R^{G}_{O'} \), generates two movements: a corrective arm movement that aligns \( \vec{z}_p \) with \( \vec{z}_s \) (cf. Fig. 3(b)) and a downward placing motion that stops on table contact and releases the object
object placing is the estimation of the object placing frame.

The torso movements are continuously monitored. We interpret a spike in TIAGo’s torso joint. During this motion, tactile measurements are taken from the tactile sensors inside the gripper. The Myrmex tactile data is represented as a $16 \times 16$ matrix of normal force readings that are normalized in $[0, 1]$. Fig. 4 shows a visualization of the tactile readings from the right and left sides of the gripper.

Afterward, for the corrective movement, we first project $\mathbf{z}_s$ into the local gripper frame:

$$\mathbf{z}_s^G = \mathbf{R}_W^G \mathbf{z}$$  \hspace{1cm} (2)

Then, we calculate the rotation $\mathbf{R}^G_{O,G}$ that rotates the current gripper frame such that in the resulting one ($G'$), $\mathbf{z}_p'$ aligns with $\mathbf{z}_s^G$. This is achieved by finding the rotation axis with $\mathbf{a} = \mathbf{z}_p' \times \mathbf{z}_s^G$ and the rotation angle $\theta = \cos^{-1}(\mathbf{z}_p' \cdot \mathbf{z}_s^G)$, with the vector cross-product $\times$. Using the rotation $\mathbf{R}^G_{O,G}$, we can try to find an inverse kinematics (IK) solution that realizes the object reorientation.

An IK solution that leads to a secure placing configuration should satisfy more constraints than the object reorientation alone. After reorientation, we will execute a linear downward movement in Cartesian space to acquire table-object contact, and we need to ensure that the object will be the first point of contact with the table. Arm configurations suitable for placing thus need to ensure that the object frame (located in the gripper) has a lower z-coordinate in the world frame than the wrist. The commonly used hierarchy-of-tasks approach [46] allows us to formulate such additional constraints for the IK. Since many IK solvers are sensitive to the initial arm configuration, we search for solutions starting from 20 different initial poses, which are sensible placing configurations and chose the one with the lowest error that is most similar to our current arm pose. The motion to reach this solution is generated by linear interpolation in joint space starting from the robot’s current arm position.

For the placing motion, a trajectory is generated that moves the gripper linearly downward. This is realized using TIAGo’s torso joint. During this motion, tactile measurements are continuously monitored. We interpret a spike in tactile sensation as making contact with the table. The torso controller is then signaled to halt execution. Finally, the object is released by opening the gripper and moving the torso upward again.

**IV. OBJECT POSE CORRECTION ESTIMATION WITH TACTILE SENSING**

As motivated previously, the key component for stable object placing is the estimation of the object placing frame w.r.t. the gripper frame ($\mathbf{R}^G_{O,G}$). According to this transformation, the object is re-oriented prior to placing. However, determining this quantity is difficult, as the object is handed over in an unknown pose, it is occluded by the gripper, and herein we also do not assume any prior knowledge about the object type. We, therefore, propose estimating $\mathbf{R}^G_{O,G}$ from the signals of the tactile sensors inside the gripper. The Myrmex tactile data is represented as a $16 \times 16$ matrix of normal force readings that are normalized in $[0, 1]$.

Fig. 5 shows a visualization of the tactile readings from the right and left sides of the gripper while holding an object. Next, we, first, introduce our proposed Neural Network, and, subsequently, explain line-fitting baselines for recovering $\mathbf{R}^G_{O,G}$ from the tactile readings.

Since we require a solution that is flexible enough to deal with different objects, that can handle the sensors’ noise, and convert the high-dimensional readings into a signal suitable for reorienting the objects, we propose to employ a neural network. The general network architecture is visualized in Fig. 5. To process the tactile data, we first use two convolutional layers with a $3 \times 3$ kernel each, and 16 and 32 output channels respectively. The output of the last convolutional layer is then fed to a Multilayer Perceptron (MLP) consisting of two hidden layers with 128 neurons each and ReLU activation functions, followed by a dropout layer with a dropout probability of $p = 0.2$. F/T data can be optionally fed into the MLP as an additional input signal, which is concatenated with the tactile features.

To smoothly represent the rotation matrix in the output layer, we use the 6D representation comprising the first two columns of $\mathbf{R}^G_{O,G}$, as introduced in [47] and has been shown to exhibit superior properties for learning in $SO(3)$. Each estimate is then converted into an $SO(3)$ rotation matrix for the computation of the loss, which is defined as

$$\mathcal{L}(\mathbf{R}, \mathbf{z}_p^O) = \cos^{-1}(\mathbf{R}^G_{O,G} \mathbf{R} \cdot \mathbf{z}_p^G), \hspace{1cm} (3)$$

where $\mathbf{R} = \mathbf{R}^G_{O,G}$ is the quantity of interest and the prediction of the network, and $\mathbf{z}_p^G$ is the ground truth measurement of the object’s placing normal in the world frame that is obtained through an OptiTrack motion capture system. By taking $\cos^{-1}$, the loss lies in the interval $[0, \pi]$, and can be interpreted as the angular distance error between predicting $\mathbf{z}_p^G$ using the network’s output $\mathbf{R}$ and the ground truth.
TABLE I: Training results of networks with different input sensor modalities. We report the lowest test loss averaged over 10 batches.

<table>
<thead>
<tr>
<th></th>
<th>Tactile</th>
<th>F/T</th>
<th>Tactile + F/T</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test Loss (rad)</td>
<td>0.03</td>
<td>0.43</td>
<td>0.05</td>
</tr>
</tbody>
</table>

V. EXPERIMENTAL EVALUATION

For the experimental evaluation of all models, we use the TIAGo robot from PAL Robotics, equipped with a parallel-jaw gripper. To obtain tactile data, we exchange TIAGo’s non-sensorized fingers with Myrmex sensors that are fixed to the gripper via a 3D-printed adapter. This piezo-resistive sensor produces 16 × 16 normal force measurements with a readout frequency of 1kHz. Each sample is represented as a 2D matrix of normalized force measurements, where we transform the raw sensor readings from [0,4095] to lie in [0,1], where values of 1 refer to the maximum force that can be measured in a sensor cell (cf. Fig. 4).

A. Data collection and training

We used two primitive 3D-printed objects for data collection, i.e., a cylinder (2.25cm radius, 15cm length) and a cuboid (5 × 5 × 19cm) as shown on the left in Fig. 6(a). To collect the ground-truth orientation that is required to train our networks, we use OptiTrack, an external, infrared camera-based marker tracking system. Thus, during data collection, markers were attached to both, robot and object.

For training-data generation, the objects were randomly positioned in the gripper and then grasped using the force controller from [48]. The robot’s arm was then manually brought into a realistic initial pose using gravity compensation mode. Then, a sample was collected by storing tactile data, F/T data, R_G, R_W and R_p. For each arm pose, the object’s in-hand pose was varied 10 times within a range of 160° corresponding to plausible grasp poses. Afterward, the arm’s pose was changed, and the process was repeated. Using this method, we collected 800 samples per object and 1600 samples in total. We trained every neural net architecture for 40 epochs and reserved 20% of the data for testing. The network parameters were stored every time the running average of the test loss over the last 10 batches was lower than before.

Table I shows the lowest average test loss for all three architectures. The tactile-only model achieved the best result, although only marginally outperforming the tactile + F/T model with its test performance being only lower by 1.1°. The F/T-only model performed significantly worse with an average angular error of 0.43 rad, indicating that it might not have learned the task sufficiently well.

B. Line-fitting baselines

To assess whether a data-driven model is required to solve this task robustly and to gauge its performance compared to other approaches, we introduce two baseline models for comparison. Given the nature of our sensory data and the goal to find the object’s main axis within it, line-fitting methods naturally come to mind. We chose two popular methods from that field, Principal Component Analysis (PCA) [49] and Hough transforms [50]. As both methods work on individual images, we combine the two sensor readings into one frame by flipping one of the sensor images to account for symmetry. Therefore, the input to the baselines contains the information of both sensors. This should increase robustness as the sensors might be differently affected by noise.

1) PCA baseline: We treat the force readings as a bi-variate, uni-modal Gaussian and estimate its mean, standard deviations, and covariance matrix C. To obtain the orientation of the object’s main axis, we calculate the first principal component of C using PCA. Assuming that an object’s main axis lies along its largest grasping surface, the first principal component should constitute a decent estimation for said axis. We then calculate the angle of the line relative to the sensor and transform it into the rotation R_G, allowing us to generate a corrective motion that aligns the objects.

2) Hough transform baseline: Hough transform is a common tool in image processing for finding lines in images. Typically, a raw input image undergoes some preprocessing where edges are extracted, and finally, the Hough transform is applied to the resulting binary image. Empirically, we have found the Hough transform to show better performance if we simply create a binary image by assigning a value of 1 to taxels with a force above a noise threshold and 0 otherwise. We only consider the resulting line with the most votes (the most confident estimate). Lines are parametrized by the angle ψ between the x-axis and a line normal that intersects the origin and the distance to the origin of said normal. From ψ, we calculate the angle between the x-axis and the line itself φ = π − ψ and again calculate R_G, as with the other baseline.

C. Experimental setup

For the real-world experimental evaluation of placing success, we let each method place an object from 5 different arm poses and 4 different in-hand object poses, yielding 20 samples per object for each method. Fig. 6(b) shows the Pringles object in four exemplary in-hand object poses that were used during evaluation. During the evaluation, we again attach markers to the objects to assess each method’s performance w.r.t. ground truth. Additionally, we execute the placing controller (cf. Sec. III-C) for each trial and note whether the object was placed successfully, i.e. did not fall or tip over after opening the gripper. Situations, where the object tilts but is still supported by the gripper, are also considered a failure.
TABLE II: Comparison of different placing methods on the two 3D-printed training objects (cf. Fig. 6(a)). The angular error is the angle between the predicted \( \hat{z}_p \) and the one measured with OptiTrack.

<table>
<thead>
<tr>
<th>Method</th>
<th>Metric</th>
<th>Cylinder</th>
<th>Cuboid</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>OptiTrack</td>
<td>% Suc. Ang.Err.</td>
<td>90%</td>
<td>95%</td>
<td>92.5%</td>
</tr>
<tr>
<td>Tactile</td>
<td>% Suc. Ang.Err.</td>
<td>95%</td>
<td>85%</td>
<td>90.0%</td>
</tr>
<tr>
<td>Tactile + F/T</td>
<td>% Suc. Ang.Err.</td>
<td>0.06 ± 0.03</td>
<td>0.17 ± 0.12</td>
<td>0.11 ± 0.08</td>
</tr>
<tr>
<td>F/T</td>
<td>% Suc. Ang.Err.</td>
<td>90%</td>
<td>75%</td>
<td>87.5%</td>
</tr>
<tr>
<td>PCA</td>
<td>% Suc. Ang.Err.</td>
<td>0.08 ± 0.04</td>
<td>0.16 ± 0.19</td>
<td>0.12 ± 0.08</td>
</tr>
<tr>
<td>Hough</td>
<td>% Suc. Ang.Err.</td>
<td>0.38 ± 0.26</td>
<td>0.39 ± 0.32</td>
<td>0.38 ± 0.29</td>
</tr>
</tbody>
</table>

D. Ablation over sensor modalities with seen objects

We first compare the OptiTrack baseline with all three networks and the two line-fitting baselines on the objects used for training. Thus, we evaluate 6 methods on the two 3D-printed training objects and conduct 20 trials per object, resulting in 240 placing trials in total. Table II shows the results. Note, that we consider the OptiTrack measurements as the baseline since it was not possible to obtain more precise object state estimations. We can compare the OptiTrack baseline to the other methods based on success rate and the angular error between their predictions of the object normal and OptiTrack’s ground-truth measurement for \( \hat{z}_p \) (c.f. eq. 3).

A surprising result is that the tactile-only model performed better in terms of a success rate than the OptiTrack baseline. This can be explained by OptiTrack not measuring the marker positions perfectly and accurately all the time. When the robot is blocking the sight of some cameras on the markers, this leads to a degradation in measurement accuracy or even an interruption of tracking. Additionally, the cylinder was quite top-heavy, which requires a relatively precise alignment with the table for it to not topple. For the cuboid object, which is not as challenging to place safely, the OptiTrack baseline performed better than the tactile model, with 95% vs. 85% success rate, respectively.

Among the neural networks, the tactile-only model performed best in almost all metrics. Only in terms of estimation accuracy for the cuboid object did the tactile+F/T model achieve higher scores, however only negligibly so by 0.01 rad. It also exhibited a higher variance in accuracy as compared to the purely tactile model, resulting in less reliable results in terms of success rate. The evaluation also confirmed another indication from training, namely that the F/T-only model did not succeed in estimating the object’s placing normal sufficiently well for stable placing. In most cases, it simply predicted the identity matrix resulting in no corrective movements. Following a similar argumentation as in [51], we posit that the object’s mass might be negligible compared to the actual weight of the end-effector. Thus, F/T signals alone do not seem to carry enough information for assessing the relative transform between gripper and the object’s placing normal.

PCA has comparable performance to the tactile-based neural networks for the cylindrical object and showed the lowest variation there, with Hough transforms performing slightly worse, yet satisfactory. For the cuboid object, however, the performance decreased sharply for both classical methods. While cylindrical objects generate an easily identifiable, unique line in the sensor images, cuboid ones cover more contact areas and create less distinct patterns. The neural networks still appear to identify the relevant patterns robustly, while PCA and Hough heavily suffer from this fact. Different from the F/T-only network, the classical approaches do not involve a training phase and, thus, they cannot learn some structure of the data and generalize over them, as effectively done by our neural network approach. While the network internalized a range of plausible angle offsets, while learning to filter-out noise, PCA and Hough often produce severely wrong estimates, despite our preprocessing efforts, resulting in large errors and only a few successful placing trials.

E. Evaluation with previously unseen objects

After confirming the training results on the real robot in our first experiment, we conducted a second evaluation on objects that were not present in the training data. During this evaluation, we also attached markers to the objects to validate the prediction accuracy. We do not report prediction accuracy for the lipstick as attaching a marker ensemble would substantially alter its placing dynamics and, thus, report solely the success rate. We only evaluated the two best neural models from the previous experiment, namely the tactile-only and the tactile with F/T neural nets, along with the two classical approaches. We evaluated the 4 methods on 7 different household objects for 20 trials each, hence performing 560 placing trials in total. Two of the objects
TABLE III: Experimental results for five household testing objects (cf. Fig. 6(a)). All objects were unknown to the models before this evaluation, i.e., they were not present in the training set. Angular errors are reported in radians.

<table>
<thead>
<tr>
<th>Model</th>
<th>Metric</th>
<th>Pringles</th>
<th>Glue Bottle</th>
<th>Tabasco</th>
<th>Mallow Pop</th>
<th>Cheez It</th>
<th>Shampoo</th>
<th>Lipstick</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tactile</td>
<td>% Suc.</td>
<td>90%</td>
<td>85%</td>
<td>85%</td>
<td>80%</td>
<td>85%</td>
<td>85%</td>
<td>90%</td>
<td>85%</td>
</tr>
<tr>
<td></td>
<td>Ang.Err.</td>
<td>0.07 ± 0.03</td>
<td>0.08 ± 0.04</td>
<td>0.10 ± 0.13</td>
<td>0.16 ± 0.10</td>
<td>0.10 ± 0.06</td>
<td>0.06 ± 0.03</td>
<td>0.09 ± 0.07</td>
<td></td>
</tr>
<tr>
<td>Tactile + F/T</td>
<td>% Suc.</td>
<td>85%</td>
<td>80%</td>
<td>70%</td>
<td>70%</td>
<td>85%</td>
<td>75%</td>
<td>80%</td>
<td>77%</td>
</tr>
<tr>
<td></td>
<td>Ang.Err.</td>
<td>0.13 ± 0.20</td>
<td>0.09 ± 0.04</td>
<td>0.16 ± 0.10</td>
<td>0.14 ± 0.10</td>
<td>0.05 ± 0.06</td>
<td>0.10 ± 0.06</td>
<td>-</td>
<td>0.12 ± 0.10</td>
</tr>
<tr>
<td>PCA</td>
<td>% Suc.</td>
<td>90%</td>
<td>90%</td>
<td>15%</td>
<td>20%</td>
<td>80%</td>
<td>75%</td>
<td>85%</td>
<td>63%</td>
</tr>
<tr>
<td></td>
<td>Ang.Err.</td>
<td>0.08 ± 0.06</td>
<td>0.07 ± 0.03</td>
<td>0.79 ± 0.61</td>
<td>0.70 ± 0.45</td>
<td>0.09 ± 0.05</td>
<td>0.08 ± 0.00</td>
<td>-</td>
<td>0.30 ± 0.24</td>
</tr>
<tr>
<td>Hough</td>
<td>% Suc.</td>
<td>85%</td>
<td>80%</td>
<td>60%</td>
<td>50%</td>
<td>70%</td>
<td>70%</td>
<td>80%</td>
<td>70%</td>
</tr>
<tr>
<td></td>
<td>Ang.Err.</td>
<td>0.11 ± 0.06</td>
<td>0.10 ± 0.03</td>
<td>0.20 ± 0.30</td>
<td>0.35 ± 0.37</td>
<td>0.12 ± 0.08</td>
<td>0.16 ± 0.32</td>
<td>-</td>
<td>0.17 ± 0.17</td>
</tr>
</tbody>
</table>

were cylindrical (Glue Bottle & Pringles), three objects were box-like (Mallow Pop, Tabasco & Cheez-It), and the Lipstick was a small, elongated, rectangular object with rounded edges (see Fig. 6(a) on the right side).

The results of this evaluation are given in Table III. We, again, report the success rate of correct placements and the angular error between the model’s predictions and OptiTrack where possible. The network models perform very well on most unknown objects, indicating that our method generalizes across object primitives of unknown dimensions. Similar to the results from the previous evaluation on known objects, the tactile-only model showed superior performance in most cases, as it performed best on average in both metrics with a low variance in results. The tactile + F/T model only performed better in terms of both metrics when placing the Cheez-It box. We hypothesize that the slightly worse performance might result from the network receiving rather non-informative F/T signals alongside the tactile data.

The PCA baseline showed similar performance to the neural networks on cylindrical objects. As in the first experiment, its performance dropped sharply on box-like objects, which can likely be attributed to a less pronounced distribution of forces around the object’s main axis. Lastly, the Hough model performed well to mediocre on all evaluation objects. While it did not exhibit such a drastic performance drop on box-like objects as PCA, it did not manage to achieve satisfactory results consistently. Nevertheless, it performed better on box-like objects than on the cuboid test object. Paper boxes tend to create more distinct lines (one at each edge of the object) which are easier to detect with Hough transforms, whereas the much more rigid 3D-printed cuboid creates a larger contact patch, making it more difficult to detect lines. Fig. 7 shows placing trials of the box-like Tabasco object, where the tactile-only model successfully placed the object whereas both classical models’ predictions led to failed placements. Finally, all models showed reasonable to good performance on the Lipstick, an object that is difficult to place due to its small placing faces. The tactile-only network performed best among all methods, further underlining its generalizability.

F. Discussion

Our results show that tactile data is a crucial source of information for predicting the object’s placing normals, whereas F/T data has not been proven to be as informative for this task. Furthermore, our evaluation has shown that neural network models generalize to unknown objects with high success rates and precision. It also revealed that classical approaches can work reliably on a set of objects with specific characteristics (cylinders) while not being accurate enough on objects that lack these (boxes). This leads us to the conclusion that, despite the effort of data collection, neural networks are the most sensible model choice for this task due to their high accuracy and robustness in real robotic experiments with unseen objects, of different sizes and weights than the ones used during training.

On the other hand, our evaluation also revealed some limitations of our approach. Our method cannot deal well with objects that uniformly cover the complete sensor surface. To circumvent this problem, the ability of in-hand object manipulation would be required to again recover more distinctive tactile feedback. Yet, such maneuvers are severely limited by our parallel gripper. Thus, we hypothesize that future work should aim at executing a larger variety of exploratory object interactions to acquire better tactile signals and enable robust object placing with an even wider range of objects. Another limitation arises from our assumption of downward-pointing placing faces. In situations where this assumption is likely to be violated, tactile data could be used to fine-tune higher-level object state predictions, e.g., from a vision system with less accuracy.

VI. Conclusions

In this work, we investigated the potential of employing tactile sensing for obtaining stable object placing policies. This task is especially challenging as we neither assume any prior knowledge about the object’s initial pose, nor any access to external camera-based sensing. We presented an approach based on deep learning that takes as input tactile or F/T data, or a combination of both, and predicts a rotation matrix that is supposed to align the object’s placing normal with that of the placing surface. We trained a representation through supervised learning with a small dataset of primitive objects. In the first part of the experimental evaluation, we validated our approach using the training objects and concluded that F/T sensing alone is not sufficient for this task. Our subsequent evaluation of previously unseen household objects showed an impressive generalization of our approach. We also compared the neural network models to classical, learning-free methods, and found that our proposed tactile-based neural policy shows higher performance in general and better generalization properties, justifying the choice of a learning-based method. In the future, we intend to investigate a more interactive method for stable object placing through active touch.


