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Fig. 1: 4D Shapes from multiple videos. Given multiple monocular videos of an unknown and
dynamic object shape with non-controlled illumination conditions, our method can learn a coarse-
to-fine neural deformation model without considering any 3D template or the camera locations.
Our algorithm retrieves RGB appearance, an implicit canonical 3D shape as well as a time-
varying deformation model. Once learned, our algorithm can be also employed for novel image
synthesis, where after providing a novel point of view, a photo-realistic image of the shape is
inferred.

Abstract. We present a coarse-to-fine neural deformation model to simultane-
ously recover the camera pose and the 4D reconstruction of an unknown object
from multiple RGB sequences in the wild. To that end, our approach does not
consider any pre-built 3D template nor 3D training data as well as controlled
illumination conditions, and can sort out the problem in a self-supervised man-
ner. Our model exploits canonical and image-variant spaces where both coarse
and fine components are considered. We introduce a neural local quadratic model
with spatio-temporal consistency to encode fine details that is combined with
canonical embeddings in order to establish correspondences across sequences.
We thoroughly validate the method on challenging scenarios with complex and
real-world deformations, providing both quantitative and qualitative evaluations,
an ablation study and a comparison with respect to competing approaches. Our
project is available athttps://github.com/smontode24/4DPV,

1 Introduction

The problem of jointly estimating rigid 3D shape and camera pose from RGB im-
ages, known as Structure-from-Motion (SfM), has seen great progress [1}/28,/32] in
the last two decades. These methods have shown wide robustness to infer accurate 3D
models from visual correspondences in a large collection of non-controlled images.
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Later, these algorithms were extended to handle non-rigid objects, coining the prob-
lem of Non-Rigid Structure from Motion (NRSfM). In contrast to the rigid counter-
part, the non-rigid case is an ill-posed problem where the use of additional priors was
needed [7,|13,/19,20L{44]]. In both cases, the algorithms relied on establishing visual
correspondences throughout the dataset, a task that can become especially complex in
non-rigid objects. Moreover, as the video sequences used to solve the non-rigid prob-
lem are short, these approaches can only retrieve the object visible part in the video,
hindering the reconstruction of a full and 3D volumetric object. Some approaches have
addressed this problem for rigid objects [39] and non-rigid ones such as humans [23]]
and animals [53,/54] by assuming large amounts of 3D training data. Unfortunately, ac-
quiring volumetric 3D shapes for some objects, such as animals, is a hard task due to the
standard 3D scanning systems used to capture human motion are not applicable to those
scenarios in the wild [2]]. The large diversity of animals and 3D configurations they can
take [3]] makes the problem extremely hard, particularly in unconstrained environments
with unknown illumination conditions and non-controlled camera locations.

More recently, differentiable rendering approaches [46]] were presented to solve the
problem without assuming explicit correspondences between the images. NeRF [24]]
proposed a volume rendering approach by incorporating neural implicit functions to
model both RGB appearance and rigid 3D shape. This work was later extended to the
non-rigid domain [30}(31}/38]], but assuming the camera locations in advance, unlike
what SfM methods do. Some works [48]] have relaxed that prior knowledge obtaining
coarse results. Mainly that is due to the use of simple non-rigid models that cannot
capture complex and detail-aware deformations.

In this paper, we propose a coarse-to-fine neural deformation model to jointly infer
the camera pose and the 4D reconstruction of an unknown object in a non-controlled
scenario. To this end, our algorithm exploits the visual information in multiple RGB
videos without considering 2D matches or the use of 3D templates. We use a time-
invariant canonical space together with a time-variant image one, where both coarse
and fine components are considered. Following [46-48], we employ a Linear-Blend-
Skinning (LBS) model to encode the coarse shape, and include a local quadratic de-
formation model to capture higher details. Thanks to our algorithm, we can capture
challenging 4D animal motions in a self-supervised manner, outperforming state-of-
the-art approaches. Figure|T]illustrates the overall idea behind our method. Our method
is capable of capturing a wide variety of non-rigid and volumetric bodies, including
animals where the amount of data is more restrictive to apply deep supervised learning.

2 Related work

Non-rigid reconstruction. The problem of jointly recovering a non-rigid 3D shape
and the camera motion from a set of 2D point tracks in a monocular video is denoted
as NRSfM. A wide body of work in this context uses probabilistic priors in the spa-
tial [[1237]], trajectory [7|], shape-trajectory [[13]] or force [5] domain. Subsequently,
models based on an union of subspaces were introduced to handle complex deforma-
tions [52]], scenarios with multiple shapes [4}/18]], or rigid and non-rigid categories [3].
In parallel, some parametric models were inspired by physics and geometric models,
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including linear elasticity [6], LBS [21]], or isometric [50] and quadratic models [10],
just to name a few. More recently, the previous models were introduced in neural for-
mulations [[15}331/42] to infer the 3D shape given the 2D annotations at test time. Unfor-
tunately, these methods rely on long-range correspondences that are not easy to obtain
in practice. To avoid that, a new line of work has emerged where the feature correspon-
dences can be implicitly handled. Lately, differentiable rendering, like LASR [46] or
ViSER [47]], was proposed to retrieve articulated shapes and motion from a monocular
video. While these approaches provided promising results, the solution still included
unrealistic 3D configurations and artifacts.

Neural radiance fields. NeRF [24] proposed a rigid scene neural representation for
novel view synthesis from a set of images where the camera location is known. This
approach has received great attention and has seen a fast-paced improvement [25}[29]
40043)51]. NeRF has been also extended to non-rigid scenes by deforming the observed
points to a canonical space or over time [8}22,30L/31}/38]]. For instance, D-NeRF [31]
proposed to deform points in a ray of a given time and obtain their corresponding point
in a canonical scene, showing its plausibility for just synthetic scenes. Nerfies [30]]
proposed to add an elastic term that allows specific regions to have a non-local rigid
transformation. NeRFPlayer [35] splits the scene into new, deformed and static con-
tent, which allows better modeling of newly introduced objects during a sequence.
K-Planes [11] represents static and dynamic scenes with a varying number of planes
which more efficiently represents the scene. However, the previous approaches were
only evaluated in sequences with limited non-rigid motion, synthetic deformations and
short videos. Moreover, these previous models typically estimate the camera parameters
beforehand using COLMAP [32]]. Therefore, camera parameters are estimated based on
the rigid part of the scene, limiting its application to scenes where the background is
dominant enough for applying SfM methods. BANMo [48]] proposed a non-rigid NeRF
algorithm where both the dynamic 3D shape and the camera parameters were simul-
taneously estimated, as NRSfM approaches do. To this end, a neural LBS model was
exploited together with a canonical space. The neural model estimated a Signed Dis-
tance Function (SDF) which provided a principled way of extracting a mesh as the zero
level-set of the SDF. For estimating camera parameters and regularizing the final sur-
face, expected points on the surface were computed and matched to Continuous Surface
Embeddings (CSE) [26]]. While this approach provided striking results, the solution can-
not capture fine details in the shape. Other approaches propose to learn an animatable
kinematic chain for any articulated object [16].

Our contributions. We depart from previous work in that our solution can learn a
coarse-to-fine neural deformation model without assuming any 3D template or pre-
computed camera locations in a self-supervised manner. To this end, given multiple
RGB videos of an unknown and non-rigid shape with unknown illumination condi-
tions, our approach models the object in canonical and image spaces by using implicit
functions to represent the RGB appearance, 3D shape and dense semantic embedding
of the shape. To achieve fine reconstructions, the implicit representation is expressed by
a neural quadratic model with spatio-temporal consistency. For every new image, our
3D model is deformed and used to render an image for supervision, via differentiable
volume rendering.
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3 Revisiting Neural Radiance Fields

In this section, we introduce some ideas from NeRF [24] and adapt its formulation to the
non-rigid domain. Let x = (x,y, z) be a 3D location, d(¢,n) a 3D viewing Cartesian
unit direction with ¢ azimuth and 7 elevation, ¢ = (r,¢,b) an emitted color and &
a volume density. The goal is to define a continuous shape by a plenoptic function
as P : (0,%) — (c,0), where & = ~(x) and ¢ = v(d), being v : R — R?L a
high-frequency-aware encoding with L a scalar value. Basically, «y(+) is introduced to
better approximate both positional and viewing-direction high frequencies. With these
ingredients, the previous function can represent the shape as the volume density and
directional emitted radiance at any 3D point. To this end, we also need to define a point
along the ray r(7) = o + 7d by its origin and the direction vector, being 7 a scalar to
encode a particular location in the ray. The volume density o(x) can be interpreted as
the probability of a ray terminating at particle x. The expected color k(r) of a ray r(7)
in a non-rigid shape can be written as:

wir) = [ Ao (d (0.7))eldy (0. 7). ) dr, )

with A(r) = exp (_ /T " o(d, (6, s))ds>,

n

where 7, and 7 are the near and far planes, respectively; and A(7) is the accumulated
probability of a ray ending at a certain ray point. d,. incorporates time-varying positional
information, i.e., the shape can deform over time. To represent time-dependent infor-
mation, we will use the super-index ¢, and consider a dataset composed of T monocular
images. Unfortunately, handling directly the problem in Eq. (I) is complex and addi-
tional priors are needed.

Inspired by NRSfM approaches [6,/10,37]], the time-varying shape can be repre-
sented by the combination of a shape at rest and an image-dependent deformation.
Some recent works [31,/48|] have exploited this idea to model the appearance of the
non-rigid shape in a canonical space together with a neural deformation model to en-
code the image-by-image variation. Without loss of generality, non-rigid approaches
just model the object of interest as it was common in NRSfM approaches [[12,33]] or in
non-rigid NeRF [31}/48]], instead of considering rigid background in the estimation like
Nerfies does [30]].

3.1 Canonical space: Rest shape

To infer shape and appearance for an n-th 3D point in the canonical space x, we
can approximate the plenoptic function P with a MLP network. In order not to abuse
notation, the sub-index n will be omitted. Particularly, both properties can be inferred
by:

c' = MLP,(x¢,d", w?), 2)
g = @a(MLPSDF(XC)), (3)
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where w!, is a learnable environment code to capture illumination conditions across
images in the video collection. The network MLPgpr is used to infer the shape by
computing the SDF of a point to the surface that is then converted to density by means
of the cumulative of a unimodal distribution with zero mean and « scale by the oper-
ator O,(-) [49]]. Additionally, a learned 16-dimensional canonical embedding is also
recovered as ¢ = MLP,(x). The network maps 3D points to a canonical embed-
ding that are matched by pixels from different visual conditions, enabling long-range
correspondence across sequences [26,[27]].

Following [48]], we define a couple of time-dependent warping functions Y¢** and
Y€, to map the canonical location to the ¢-th image space one and its inverse map-
ping, respectively. In other words, Y~ is a forward warping function and Y*~¢ is
a backward warping one. With these ingredients, we only need to define a non-rigid
model to encode the image-varying deformation.

Considering the previous transformations, we can now render images by volume
rendering [24] but deforming the rays. Let X? be a pixel location at the ¢-th image
and x!, the h-th 3D point sampled along the ray emanating from x*. Both color and
opacity o € [0, 1] can be obtained as c¢(x!) = Zle prct (TP7¢(x})) and o(X") =
Zthl i, Where p, = Hz;ll pg(1 — pp) is the probability the point x}, is visible to
the camera. p, = exp(—opd;,) represents the probability that a photon is transmitted
between consecutive samples with interval 6y, and o), = o(Y'7¢(x})) is the density
in Eq. (3). The ray-surface intersection in the canonical space can then be computed as

x(x') = Yoy pn(Y6(x).

3.2 TImage space: Deformable shape

To encode the deformation, recent works [48] have used a neural blend-skinning model [[17}
21]]. Let x! be a 3D point in the ¢-th image space that can be transformed to x¢ by blend-
ing the rigid transformations of B bones. To that end, a transformation of the shape root
body from canonical space to ¢-th image space is required as G € SE(3) as well as a
rigid transformation that deforms the b-th bone from its canonical state to the deformed
one by means of J{ € SF(3). Both root pose G* and body pose J! with 3D translations
and rotations can be inferred by:

G' = MLPg(w!), 4
Ji, = MLP;(w), )
where w! and w} are 128-dimensional latent codes for root pose as well as body pose
at frame ¢, respectively. For camera parameters, we use an initial root pose G}, by

applying PoseNet [26], and then the root pose can be refined as G = MLPg (w!)G}.
Both mappings can be defined as:

B

X! = GH() WETx?) = T (), ®
. b=1

x© = (3 WHI) (G X = T, ™

b=1
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where Wy and W/ are the blend skinning weights for points x° and x" relative to the
b-th bone.

Each bone is encoded by a bone center e;, bone orientation and bone scale. The
last two are considered with a precision matrix Q. Therefore, bones are represented
with 3D Gaussian ellipsoids that are centered at e;. To determine the attachment of
a vertex x to each bone b, skinning weights for coarse geometry are computed by a
Mahalanobis distance [46] and the ones for fine one by a MLP [48] as W}, = ¢((x —
ey) Qp(x — ep) + MLPy (x,wy)), where Q, = VbTEng is composed of bone’s
orientation V, and diagonal scaling matrices ZY, that represent their size. ¢ indicates a
softmax normalization operator. To infer W§ and W, we apply the previous expression
to the canonical or ¢-th space points, respectively.

4 Our Approach

Thanks to the LBS model that was considered in Section [3.2] promising results can be
obtained [48]]. However, it is worth noting that the LBS model was initially proposed
for articulated bodies [[17,21]] and therefore, it is just effective in modeling the coarse
representation of the continuous shape, being unable to encode the deformations of a
detail-aware shape. To address that limitation, in this paper we propose to combine the
LBS model to capture coarse deformations with a local quadratic deformation model
inspired by [9,/10] to capture the fine ones. To this end, we introduce a fine deformation
MLP network that given the coarse canonical location denoted by x¢ (see Section[3.2)
and a 128-dimensional deformation code h', it recovers a deformation to produce the
fine estimation x5. h! is jointly optimized with gradient descent like the rest of model
parameters.

4.1 Fine Image space: Quadratic Deformation

We propose a local neural quadratic deformation model (LQM) that can consider both
linear and quadratic behaviors as well as incorporate cross-term components to increase
the variety of deformations. Our model is available to capture bending, stretching and
twisting deformations with a simple but effective formulation. We first define a 9xn ma-
trix of extended coordinates D(X¢) that contains the 3D coordinates (and its quadratic
and cross-term variants) of the N points in the canonical coarse space:

2,2 2
T1 Y1 21 X1 Y1 21 T1Y1 Y121 2121
D=|: : : : : : : : : . (8)
2,2 2 .

In order to infer the deformation X* at image ¢ of the N points from the canonical
coarse configuration X¢, we define the quadratic transformation:

X'=[I'" Q' A'] D(X¢) = A'D(XY), ©)
where T'Y, QF, and A? are 3 x 3 transformation matrices associated with the linear,

quadratic and cross-term coefficients of the shape at image ¢, respectively. For sim-
plicity, we also define a 3 x 9 matrix A’ to collect all the weight coefficients in the



4DPV 7

deformation model. Note that we may apply the same A’ for all the points in the shape,
obtaining global deformations that cannot include local and complex ones. To avoid
that, we define A’ at point n, which is a local version of A®.

The weight coefficients in Af are inferred with a MLP network, and they can then
be used to compute the fine deformed point at the canonical frame and n-th point as:

x5, = Al D(x (10)

('TL)

where x¢ ,, is the n-th coarsely deformed point in the canonical space. Both terms in
Eq. (T0) can be obtained as:

A; =MLPo(Y"7(x;),h") = MLPq(x{ .. h'), D(xZ,,) = D(Y7"(x,)), (11)

(‘n? cn

where the weight coefficients are given by MLPg,.

To increase robustness in our local and quadratic deformation model, we incorpo-
rate a spatio-temporal local coherence in the deformation. To this end, we exploit a
neighborhood of K points to enforce a similar deformation. First, we propose a loss
function to impose that constraint in the spatial domain as:

N K

:§: AL — AL |7 (12)
n=1k=1
N K

=Y Y IIMLPq (xS, h') = MLPq (xS, + x! ., h')||7,

1k

Il
_

n

where x, , ~ N(0,el3), with I3 a 3 x 3 identity matrix. ||-|| = represents a Frobenius
norm of a matrix. Second, we also propose a loss function to impose the constraint in
the temporal domain as:

N K
LhH=> > JIAL - A |F (13)

n=1k=1

N K
ZZHMLPQ cn7hf) MLPQ(Xgn +X?;cl’hf+1)||-7:>
n=1k=1

where Xiﬁ: ~ N (0, eI3). Then, the total loss is L = L3+ /\ntZQ, with A\ a weight
factor.

While the coarse network in Section [3.2] optimizes a coarse shape in the ¢-th image
space together with the camera pose, we exploit the fine network for capturing as many
details as possible. Thanks to this new detail-aware deformation, our global algorithm
can recover more accurate and realistic reconstructions than competing approaches.

4.2 Fine Canonical Space

To finish, we introduce a fine canonical-space network to recover even more accurate es-
timations. We have observed that the CSE-matching of expected 3D points in the shape
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along with incorrect optical-flow estimations over-constrain the neural-radiance-field
algorithm in such a way that the network is only able to model coarse representations.
As a consequence, correct registration of finer details cannot be achieved. To address
that, we propose to incorporate a fine network MLP that has the same architecture as
the coarse one in Section 3.1] i.e., Egs. (2)-(@3), but considering additional samples to
render a particular pixel.

5 Optimization

The model is learned by minimizing a differentiable objective function which is op-
timized using stochastic gradient descent in a self-supervised fashion. To this end,
we next define a loss function that includes photometric, silhouette and optical-flow
terms as well as some additional regularizations. Following differentiable rendering ap-
proaches [24], we exploit a photometric loss in the coarse L7, , and fine L£ ho States as:

;ho Z”CC x)[1, £ Z”cf )1, (14)

where c. and c; are the rendered color by the coarse and fine networks, respectively;
and c the corresponding ground truth for a particular pixel location Xx. We choose to use
a [1-norm in the photometric loss as it was experimentally observed that gives the best
results. Moreover, a silhouette loss is also included to penalize the deviations between
the predicted 2D shape in the image and the corresponding segmentation mask. Like in
the photometric loss, this term is applied for both coarse and fine networks as:

m—ZHSC —s(x)II3, szz—ZIISC —s(®)|13, (15)

where s(X) denotes the segmentation mask of the object in the image containing the
pixel location X; s.(X) and s;(X) refer to the silhouette prediction of the coarse and
fine networks, respectively. The fine network takes advantage of the learned knowledge
of the coarse one which accurately represents the shape and tries to predict the same
silhouette as the coarse network, acting as a teacher to the fine network. Although the
coarse network recovers the low frequencies and the fine the high ones, the silhouette
in the image is quite similar.

Optical flow is also considered to constrain the solution, by penalizing the difference
between the rendered 2D flow and the estimation by an off-the-shelf flow network. The
expected surface point is computed in the canonical space from deformed points on the
ray r at the ¢-th image of pixel x. This point is then deformed in the ¢ 4 1-th image,
where it is reprojected through the camera matrix P*? as:

F= Z‘|Pt+1TCHt+1(XC(f{t)) t+1( )H2 (16)

where vi*1(x?) denotes the optical flow measured between frames ¢ and ¢ + 1 in the
pixel X. P? represents the projection matrix of a pinhole camera at the ¢-th image. This
loss will only be considered in the coarse network, as it was discussed in Section
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We now include some additional regularization losses to better infer the shape.
While these terms can help to recover the global 3D configuration, they may limit the
capture of fine details that will be acquired thanks to our fine deformation model. We
define a couple of canonical embedding matching losses in 3D and 2D, respectively. In
the first case, an expected 3D point x¢(x") is matched to the closest interpolated point
in the canonical surface embedding ic(xt). In the second one, the rendered CSE in the
image should match those predicted by a DensePose network [26], denoted as Dp(-).
Both losses can be written as:

Lesesp = ZHXC(Xt) - ic(xt)”%v Leseap = ZHPtXC(it) - PtDP(it)H%' a7

Similar to [[17,]22]/48]], we apply both 2D and 3D cycle consistencies. To that end,
the expected surface point on a ray should be reprojected into the pixel inside the ray.
In the same way, a forward mapping followed by a backward mapping to a 3D point
should be mapped into itself. The previous ideas can be imposed by the loss terms:

Loyerp = Y |[PTTH X)) = X3, Leyesp = Y mnl[T7H(T7(x) — x5

xt h

Finally, we include a temporal smoothness term in the camera motion by employing a
first-order filter as: - -
Leam = Y _|[P" =P[5, (18)
t

where P? denotes the ¢-th extrinsic parameters of the camera, i.e., including both rota-
tion and translation values.
The global objective function to minimize is the sum of all losses as:

L= L+ Ap £+ 20LQ) + (ApeLono + AscLliy + Ao LoF)

Fine NeRF network Coarse NeRF network

+ )‘Teg (‘CgseSD + EgseQD + ‘CfsezD) + £cyc2D + EcycSD + ﬁca,m (19)

CSE Regularization Other regularization

where Apr, Asp, Ags Apes Aser Ao and Are4 are hyperparameters weighting each loss
term. All MLPs weights, learnable latent codes and camera parameters are jointly opti-
mized by minimizing £. Figure 2]illustrates the overall method we propose.

6 Experimental Evaluation

In this section, our experimental results for several types of scenarios are presented,
including synthetic and real datasets (see videos of the experimental results in the sup-
plementary material). We provide both qualitative and quantitative evaluations as well
as comparisons w.r.t. competing approaches. For all the synthetic experiments, we pro-
vide two metrics: 1) a mean 3D Chamfer Distance (CD) error to quantify the quality of
the reconstruction between the estimated and ground-truth mesh, and 2) the F-score [36]]
at distance thresholds that are set to the 2% of the longest edge (denoted as F@2%).
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Fig. 2: Self-supervised coarse-to-fine approach to capture 4D shapes from multiple videos.
LBS model points at image ¢ are mapped into the coarse canonical space. Then, they are refined
with the fine regularized non-rigid deformation and an additional fine canonical network to render
the RGB image.

6.1 Optimization and Implementation details

Our implementation of implicit shape and appearance models uses NeRF [24] and
BANMOo [48]]. The coarse and fine MLPs are each made of 8 layers with hidden dimen-
sionality of 256 using ReLU as a non-linear activation. The fine deformation MLPg
is made of 6 layers with hidden dimensionality of 128. Similar to BANMo [48]], we
set the number of bones to 25 and extract the mesh running marching cubes to extract
the zero level-set of the SDF. The marching cubes resolution grid is set to 5123 for
general analysis and to 10242 for detailed comparison. The SDF is extracted from the
fine network. The number of sampled neighbors K in the deformation smoothness con-
straints is set to 6. The combination of hyperparameters leading to the best result are
Apr = 0.1, A5 =1, Mg = 1e3, \pc = 0.1, Ay = 1, Ay = 0.1 and \,..q = 0.02. Every
experiment is run for 224k iterations using an Adam optimizer. We obtain the weight
coefficients experimentally and fix them for all experiments, obtaining a non-overfitted
solution.

We follow a multistep optimization approach composed of two phases. First phase:
A warmup phase of 9,600 iterations is performed where the optical flow loss Lof is
given more weight and is linearly decayed with the same setup as BANMo [48]]. Once
the warmup stage finishes, bones are reinitialized for better convergence and more ro-
bust minimization as done in previous models using the LBS model [46,/48|]. After the
warmup, we train it for 14,400 more iterations. Fine samples and active ones (samples
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with large photometric error) are not used in this phase. Second phase: The bones and
learning rate are reinitialized and all losses are enabled. Active samples are used for
addressing the most difficult regions and fine samples are allocated in high-density re-
gions. MLPg’s weights and w! are no longer updated, therefore camera parameters
remain the same in this phase for better stabilization and to ease the convergence. We
sample 256 coarse samples in the coarse network and half of them are sampled in the
fine one as important samples. The number of frequency bands for the position and
viewing-direction encoding in Section[3|is L = 10 and L = 4, respectively. We use a
batch size of 416 rays and optimize each model with PyTorch on a single NVIDIA RTX
3090 GPU for about one day. This training time corresponds to training on datasets con-
sisting of approximately 2,000 frames; however, the time does not increase significantly
for larger sequences.

6.2 Datasets

As it was commented above, we propose to use both synthetic and real videos for evalu-
ation. For quantitative evaluation, we select four datasets from [48]]. Particularly, we use
2,600 frames of two sets of videos of the AMA human dataset [41]] that contain multi-
view videos captured by eight synchronized cameras, where a high-fidelity ground truth
is given. These datasets will be denoted by AMA-swing and AMA-samba. We also con-
sider the animated 3D datasets eagle and hands. For every scenario, we have five videos
with 150 frames per video with known root poses and silhouettes.

Note that evaluating the dense 4D reconstruction from multiple videos is hard as the
capture of a ground truth geometry and radiance properties of the shape is not trivial
in practice. As a consequence, we propose to use three real datasets for quantitative
evaluation, where no ground truth is available. In all cases, the non-rigid object was
recorded in the wild by a phone camera in non-controlled conditions. That means, in
multiple videos, both the object and the camera can freely move in the 3D space, while
the object can exhibit large and complex non-rigid deformations, as well as different
illumination conditions are also unknown. In the first case, we consider the casual-cat
dataset proposed in [48] composed of 11 videos and 1,973 images in total. In the sec-
ond one, we use 10 videos with 583 images in total of adult-5 dataset, where a human
is performing some motions. In the third one, we record a casual video in the wild of
a dog, denoted as casual-dog, while it moves, deforms, and interacts with the environ-
ment. The dataset is composed of 6 videos and 4,071 images in total. The preprocessing
pipeline consists of extracting the object silhouette and optical flow with off-the-shelf
models, such as PointRend [14] and VCN-robust [45]].

6.3 Reconstruction and comparison

First of all, we assess the importance of each component in our approach by quan-
titatively and qualitatively evaluating our results and comparing them with compet-
ing approaches. For comparison, we consider the results reported in BANMo [48]
and ViSER [47]. Alternatively, we also employ this algorithm in our training setup, a
more environment-aware scenario with limited computational resources (as it was com-
mented in Section[6.1) that we consider our baseline. With this starting point, we present
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Method AMA-swing AMA-samba Eagle Hands
CD | F@2% 1 CD | FQ@2% 1 CD | FQ2% 1 CD | FQ2% 1
BANMo 48] 9.1 570 106 - 81 567 75 496
ViSER || 157 522 - - 230 206 168 213

Baseline 109 41.1 9.2 555 74 672 54 574

+ fen 10,6 457 98 57.1 47 812 48 73.5
+ fdn 109 411 11.7 494 62 653 638 54.4
Ours 100 503 94 611 5.1 745 6.0 56.2

Table 1: Quantitative comparison on synthetic datasets. The table reports the average Cham-
fer distance (CD) in cm and the F@2% for two training cases. In the first case, the solution in
BANMo and ViSER are considered. In the second case, a more environment-aware
training process with limited resources is proposed, including the solution after directly running
BANMo (this version is denoted by Baseline), and our result for: just adding the fine canoni-
cal network (denoted by fcn) or the fine deformation one (denoted by fdn), and our full algorithm.

Fig.3: Qualitative ablation in the casual-cat dataset. From left to right: BANMo base-
line [@]; Our method with a coarse canonical network together with the fine deformation model;
Our full approach with fine canonical and deformation networks.

two intermediate solutions (just adding the fine canonical network and just adding the
fine deformation one) and the one with our full algorithm. Table [I| summarizes our re-
sults for all the synthetic datasets. As it can be seen, and even in these sequences where
meshes are not very highly detailed, our solution obtains the best estimation on average,
by outperforming both the original BANMo and ViSER solutions. Our model
produces worse results in the hands dataset which is a synthetic coarse mesh and whose
deformation can be modeled in a quasi-linear fashion. The impact of adding the fine
deformation model as well as the full algorithm can be seen in Fig. [3]for the casual-cat
dataset. We can observe that adding the fine network without 3D CSE constraining as
well as coarse and fine deformation provides better modeling than competing solutions
in terms of both appearance and shape (some artifacts as the extra leg are not physically
possible). In Fig. @ we provide an example of some shape deformations along with
their CSE. Moreover, in Table[2] we perform an ablation study in the casual-cat dataset
to validate the components of our approach.

Finally, we show qualitative results for 3D mesh extraction in Fig. [5]for the datasets
casual-cat, adult-5, eagle and casual-dog. As it can be observed, our method recovers
much more details in the casual-cat and casual-dog datasets in comparison with those
recovered by [48]], while producing more physically-aware shapes. It is worth mention-
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Fig.4: CSE embeddings of deformed views in the casual-dog dataset. From left to right:
Input frame, CSE-colored mesh visualized in camera, side and top views, respectively.

Mean PSNR 1 Mean SSIM 1

Baseline 33.439 0.957
Coarse + deformation code 35.185 0.954
Coarse + ray smoothness 35.418 0.959
Coarse + quadratic deformation 35.074 0.964
Coarse + fine + ray smoothness 34.658 0.960
Coarse + fine + spatial smoothness 33.893 0.958
Coarse + fine + spatial + temporal smoothness 35.231 0.963
Coarse + fine + LQM + smoothness (Ours) 35.853 0.967

Table 2: View synthesis ablation study. The table reports the view synthesis quality of frames
in the casual-cat dataset.

ing that, in the eagle dataset, our method does not produce artifacts like in and
better models its head and claws (see the extra head). Similar results are obtained in the
adult-5 dataset. On balance, our method works much better on the real datasets than on
the synthetic ones compared to [48], since these datasets include more complex defor-
mations that cannot be captured with piecewise linear models as done in the literature.
Once our model is learned, we can also provide novel images from an alternative point
of view for a particular ¢-th pose (some examples are displayed in Fig. [6).

7 Conclusion

In this work, we have presented a coarse-to-fine deformation method that better models
and reconstructs objects from a collection of RGB videos in a self-supervised manner.
Objects can deform freely, move and interact with the scenario while being observed
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Fig.5: Qualitative evaluation. The same information is provided in every column for the
datasets casual-cat, adult-5, eagle and casual-dog. Top: Some pictures in the input dataset. Mid-
dle: 3D color mesh inferred by BANMo [48]. Bottom: Our estimation. In all cases, meshes are
extracted with marching cubes at a resolution grid of 1024°.

Fig. 6: Qualitative evaluation of deformed views in the casual-cat dataset. From left to right:
Input frame, colored mesh visualized in camera, side and top views, respectively.

by the camera with an unknown trajectory and under non-controlled lighting condi-
tions. We have shown the importance of not over-constraining the network that finely
recovers the shape and how a coarse deformation model can be combined with a fine
one. Additionally, we have performed an in-depth experimental analysis in challenging
videos in the wild, including some comparisons and an ablation study where several
fine deformation models have been evaluated. Our algorithm has outperformed both
quantitatively and qualitatively the solutions provided by state-of-the-art approaches.
An interesting avenue for future research is to extend our algorithm to include more
sophisticated hair models [34].
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