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#### Abstract

Action planning and robot control require logical operations to be performed on sensory information, i.e. images of the world as seen by a camera consisting of continuous values of pixels. Artificial intelligence (AI) planning algorithms however use symbolic descriptors such as objects and actions to define logic rules and future actions. The representational differences at these distinct processing levels have to be bridged in order to allow communication between both levels. In this paper, we suggest a novel framework for interfacing AI planning with low-level visual processing by transferring the visual data into a discrete symbolic representation of temporally stable image segments. At the AI planning level, action-relevant changes in the configuration of image segments are inferred from a set of experiments using the Group Method of Data Handling. We apply the method to a data set obtained by repeating an action in an abstract scenario for varying initial conditions, determining the success or failure of the action. From the set of experiments, joint representations of actions and objects are extracted, which capture the rules of the given scenario.


## I. INTRODUCTION

The visual scene presented to the camera of a robot while performing an action, i.e. manipulating objects in the scene, contains abundant information about the surrounding world, much of which is not relevant for understanding the consequences of the action. The extraction of action-relevant information from the visual scene is crucial for creating joint internal representations of actions and objects, i.e. objectaction complexes (OACs), which are a prerequisite for the robot to interact with its environment in a meaningful way and to progressively accumulate world knowledge [1], [2].

During the course of the robot's exploration of a given scenario, symbolic instantiations of actions have to be compared with the visual input, i.e. continuous values of pixels, requiring an appropriate, condensed representation of the image sequence. There are four main requirements that need to be fulfilled by the visual descriptors: (i) the number of visual descriptors representing the scene should be small, since AI reasoning often requires computationally exhaustive combinatorial searches to be executed, (ii) the visual descriptors should be discrete in order to be compatible with functions at the action level, (iii) the visual descriptors

[^0]should be traceable troughout the frames of the image sequence (temporal stability), and (iv) the visual descriptors should capture sufficient content of the scene, i.e. parts of objects. In our framework, appropriate image descriptors are obtained from an image segmentation algorithm which tracks segments from frame to frame [3], hence returning temporally stable discrete segment labels, which can be immediately utilized for AI planning. They represent large, connected image areas, which usually can be linked to (parts of) an object. These temporally stable segments provide the interface between the sensory level and the AI planning stage.

The process of pairing actions and symbolic visual descriptors requires relevant changes in the configuration of the image parts to be detected. By repeatedly performing a particular action, reoccurring chains of visual events can be derived from the experimental data. This task can be posed as an induction problem, i.e. we want to extract functions having dependencies between input and output data such that the functions represent actions while the variables of the function represent attributes of objects. Various techniques have been suggested for solving the induction problem (for a review see [4]- [5]), e.g. methods using multiple regression analysis [4], [6], case-based reasoning systems [7]-[9], decision trees [10], [11], algorithms of boundary combinatorial search [12], including the WizWhy by A. Meiden [13], [14], neuron models [15], [16], genetic algorithms [17]-[19], and evolution programming [5], [20], [21]. The group method of data handling [5], [20], [21], employed in this work, is an evolutionary algorithm which successively selects and tests models of functions according to a cross-validation criterion, thus implementing the scheme of mass selection. This method has advantages in case when rather complex objects have no definite theory because object knowledge is derived directly from data sampling.

The paper is structured as follows: In Section II, we introduce the algorithm consisting of the segmentation algorithm and the GMDH applied to the extracted segments. In Section III the results for an abstract scenario of "cup filling" are presented. A discussion of the results and an outlook are given in Section IV.

## II. Algorithmic framework

In the following, we will create a scenario in which an agent (or robot) repeatedly performs an action on objects which are connected with the action space through a stable set rules. Here, we choose a scenario dealing with the filling of cups. In this scenario, a cup object can be in two different
states "full" or "empty". Being empty further implies that it can be filled via an action called "Filling". After the action, the cup object is in the state "full". If the cup however is already full, the action "Filling" will not lead to any change in the state of the cup. Hence, potentially meaningful actions (with respect to a particular object) are characterized by their property of inducing characteristic reproducible changes in the scene. The successful linking of the action "Filling" with an "empty" cup object defines an OAC, capturing one of the laws of the cup world. Note, we do not deal with a continuous domain in this example, since cups are considered to be either "full" or "empty". Starting with a data set of various sequences monitoring the application of the action "Filling" on different initial configurations of cup objects and non-cup objects, we suggest the following algorithm for finding the relevant OACs:

1) Transfer the images of the experiments into $a$ discrete representation of segment labels via an $n$-d segmentation algorithm [3]. A detailed description of the algorithm can be found in Section IIA.
2) Ascertain the relational position of the segment labels, e.g. relative distance of segments, and define corresponding relational discrete descriptors.
3) Changes in the relational positions of the segments from the start to end of the action provide a set of potential OACs.
4) AI reasoning (see Section IIB) validates or dismisses potential OACs based on statistical recurrence.

## A. Creating symbolic temporally stable visual descriptors from image data

We employ the method of superparamagnetic clustering to find temporally stable image segments in the image sequence as seen by the robot [3]. In this method, image pixels are represented by a Potts model of spins, which can be in different, discrete states. Neighboring spins interact such that spins corresponding to pixels of similar gray values tend to be in the same spin state [22]-[27]. Segments are then defined as groups of correlated spins. To define this joint process of simultaneous segmentation, the spin dynamic is developed simultaneously in all frames, while spins in adjacent frames are allowed to interact with each other only if they belong to locally corresponding image points.

We further utilize a technique called energy-based cluster updating (ECU) to accelerate the equilibration of the spin system [26], [27]. The algorithm consists of the following steps:

1. Initialization: A spin value $\sigma_{i}$ between 1 and $q$ is assigned randomly to each spin $i$. Each spin represents a pixel of the image sequence.
2. Definition of neighborhood: Within a single frame (2D bonding), two spins $i$ and $k$ with coordinates
$\left(x_{i}, y_{i}, z_{i}\right)$ and $\left(x_{k}, y_{k}, z_{k}\right)$, respectively, are neighbors if

$$
\begin{align*}
\left|\left(x_{i}-x_{k}\right)\right| & \leq \varepsilon_{2 D}  \tag{1}\\
\left|\left(y_{i}-y_{k}\right)\right| & \leq \varepsilon_{2 D}  \tag{2}\\
z_{i} & =z_{k} \tag{3}
\end{align*}
$$

where $\varepsilon_{2 D}$ is the 2 D -interaction range of the spins. The coordinates $x$ and $y$ label the position within each image, while $z$ labels the frame number.
Across frames (n-D bonding), two spins $i$ and $j$ are neighbors if

$$
\begin{align*}
\left|\left(x_{i}+d_{i j}^{x}-x_{j}\right)\right| & \leq \varepsilon_{n D}  \tag{4}\\
\left|\left(y_{i}+d_{i j}^{y}-y_{j}\right)\right| & \leq \varepsilon_{n D}  \tag{5}\\
z_{i} & \neq z_{j}  \tag{6}\\
a_{i j} & >\tau, \tag{7}
\end{align*}
$$

where $\varepsilon_{n D}$ is the n-D interaction range. The values $d_{i j}^{x}$ and $d_{i j}^{y}$ are the shifts of the pixels between frames $z_{i}$ and $z_{j}$ along the axis $x$ and $y$, respectively, obtained from the optic-flow map. The parameters $a_{i j}$ are the respective amplitudes (or confidences), and $\tau$ is a threshold, removing all local correspondences having a small amplitude. However, since the images in the examples given in this paper are changing only little from frame to frame, we will use a zero-flow approximation of the optic-flow field in order to simplify the computation.
3. Computing 2D-bond probabilities: If two spins $i$ and $k$ are neighbors in 2D and are in the same spin state $\sigma_{i}=\sigma_{k}$, then a bond between the two spins is created with a probability

$$
\begin{equation*}
P_{i k}^{2 D}=1-\exp \left(-0.5 J_{i k} / T\right) \tag{8}
\end{equation*}
$$

where $J_{i k}=1-\left|g_{i}-g_{k}\right| / \bar{\triangle}$ is the interaction strength of the spins and the parameter $T$ represents a system temperature. The function

$$
\begin{equation*}
\bar{\triangle}=\sum_{<i k>_{2 D}}\left|g_{i}-g_{k}\right| / \sum_{<i k>_{2 D}} 1 \tag{9}
\end{equation*}
$$

computes the averaged gray-level distance of all 2D neighbors $<i k>_{2 D}$, where $g_{i}$ and $g_{k}$ are the gray values of pixel $i$ and $k$, respectively. The function $\bar{\triangle}$ is constant for a given set of parameters and gray values. Negative probabilities are set to zero. This step is identical to previous algorithms of superparamagnetic clustering [26], [27]. It allows spins within each frame to interact and form clusters. If using colored images, the gray values $g_{i}$ have to be replaced by a color vector $\mathbf{g}_{i}$, and gray-level differences are replaced by the absolute differences between color vectors $\left|\mathbf{g}_{i}-\mathbf{g}_{j}\right|$.
4. Computing n-D bond probabilities: If two spins $i$ and $j$, which belong to different frames $\left(z_{i} \neq z_{j}\right)$, are neighbors in $n-D$ and are in the same spin state
$\sigma_{i}=\sigma_{j}$, then a bond between the two spins is created with a probability

$$
\begin{equation*}
P_{i j}^{n D}=a_{i j}\left[1-\exp \left(-0.5 J_{i j} / T\right)\right] \tag{10}
\end{equation*}
$$

where

$$
\begin{equation*}
J_{i j}=1-\left|g_{i}-g_{j}\right| / \bar{\triangle} \tag{11}
\end{equation*}
$$

is the interaction strength of the spins, and $a_{i j}$ is the amplitude (or confidence) that $\operatorname{spin} i$ and $j$ are neighbors. The amplitude map $A$, containing the amplitude values $a_{i j}$, is provided by the stereo algorithm or optic-flow algorithm together with the respective disparity map $D$ or optic-flow field $\mathbf{O}$. Negative probabilities are set to zero. This step is added to the ECU algorithm to allow spins to interact across frames, thus enabling the formation of n-D clusters.
5. Cluster identification: Spins, which are connected by bonds, define a cluster. A spin belonging to a cluster $u$ has by definition no bond to a spin belonging to a different cluster $v$.
6. Cluster updating: We perform a Metropolis update [28] that updates all spins of each cluster simultaneously to a common new spin value. The new spin value for a cluster $c$ is computed considering the energy gain obtained from a cluster update to a new spin value $w_{k}$. This is done by considering the interactions of all spins in the cluster $c$ with those outside the cluster, assuming that all spins of the cluster are updated to the new spin value $w_{k}$, giving an energy

$$
\begin{align*}
E\left(W_{k}^{c}\right)= & \sum_{i \in c}\left[K_{i}-\sum_{\substack{\langle i j\rangle_{2} D \\
c_{k} \neq c_{j}}} \eta J_{i j} \delta\left(\sigma_{i}-\sigma_{j}\right)\right. \\
& \left.-\sum_{\substack{\langle i j\rangle_{n D} \\
c_{k} \neq c_{j}}} \eta a_{i j} J_{i j} \delta\left(\sigma_{i}-\sigma_{j}\right)\right] \tag{12}
\end{align*}
$$

where $\langle i k\rangle_{2 D}, c_{k} \neq c_{j}$ and $\langle i j\rangle_{n D}, c_{k} \neq c_{j}$ are the noncluster neighborhoods of spin $i$, and $W_{k}^{c}$ symbolizes the respective spin configuration. The function

$$
\begin{equation*}
K_{i}=\sum_{j} \kappa \delta\left(\sigma_{i}-\sigma_{j}\right) / N \tag{13}
\end{equation*}
$$

is an optional global inhibitory term, ensuring that faraway segments get different spin values, where $\kappa$ is a parameter and $N$ is the total number of pixels of the image sequence. The parameter $\kappa$ can be set to zero, since $K_{i}$ does not have any influence in the clustering process itself. The constant $\eta$ is chosen to be 0.5 .
Similar to a Gibbs sampler, the selecting probability $P\left(W_{k}^{c}\right)$ for choosing the new spin value to be $w_{k}$ is given by

$$
\begin{equation*}
P\left(W_{k}^{c}\right)=\exp \left(E\left(W_{k}^{c}\right)\right) / \sum_{l=1}^{q} \exp \left(E\left(W_{l}^{c}\right)\right) \tag{14}
\end{equation*}
$$

The ECU algorithm has been shown to preserve the concept of detailed balance, and is thus equivalent to
standard Metropolis-based simulations of spin systems from a theoretical point of view [26].
7. Iteration: The new spin states are returned to step 3 of the algorithm, and steps 3-7 are repeated, until the total number of clusters stabilizes.
In this paper, we segment always two consecutive frames of the image sequence at the same time, i.e. frame $i$ and $i+1$, then, we segment the next pair, i.e. $i+1$ and $i+2$, where the last image of the first pair is identical with the first image of the second pair. Then, the consecutive pairs are connected by identifying the identical segments in the overlapping images. This strategy is used in order to be able to handle long motion image sequences.

We apply the algorithm to a realistic image sequence, showing the filling of a cup (Fig. 1, left column). The respective segmentation results are shown in the middle column. Most of the segments can be tracked through the sequence. We represent the results as graphs, where the nodes are segment labels, plotted at the position of the segment center. Two nodes are connected by an edge if they touch each other. The resulting graph are rather complex. In order to test and validate the main idea of this paper, we therefore chose a simplified abstract example of this scenario (see Fig. 2). In the future however, we aim to apply our method to more realistic sequences.

## B. AI reasoning

To extract the relevant objects and actions from the data set depicted in Fig. 2, we pose the task as an induction problem, where the actions are functions $f(\chi)$ which connect between the input data $\chi$ and the output data $\varphi$ such that $\varphi=f(\chi)$. We solve the induction problem by applying the group method of data handling (GMDH) [5], [20], [21], which reproduces the evolutionary scheme of mass selection. The GMDH finds the relevant functional dependencies of a given data set. Initially, several candidate models, i.e. functions, are proposed. The method tests these models and selects the more interesting ones, which are then recombined to allow more complex combinations. The algorithm consists of the following steps:
1a. Representation of input data: For each experiment, labeled with index $i$, we have an input data vector $\chi_{\mathbf{i}}=\left(\chi_{i, 1}, \ldots, \chi_{i, j}, \ldots\right)$. The data set contains $i=\overline{1, N}$ experiments and $j=\overline{1, M}$ attributes of objects, where $N \geq M$. The data set divides in two parts: $N_{A}$ is used for learning, and $N_{B}$ for evaluation of the created models and for decision making regarding stopping the selection process. In the specific example investigated in this paper, a data set is created for each image segment, either before or after the action. The input vector $\chi_{\mathbf{i}}$ for a segment $h$ contains the relative distance of the center of segment $h$ to the other segments, labeled $j$, before the application of the action. We omit the index $h$ in the following for reasons of readability.


Fig. 1. Filling-a-cup real action sequence. In the left column, several frames of a motion sequence showing the process of filling a cup with sugar are presented. The middle column shows the respective segmentation results. In the future, we aim to apply our method to a set of experiments showing the filling of real cups, defining a data set similar to the one given for the abstract cup scenario. In the right column, the respective graph representations are shown. The nodes of the graphs are plotted at the center of the respective segment, together with its label. Two nodes are connected by an edge if they are neighbors, i.e. if their boundaries touch each other. For reasons of display, we omitted all labels which belong to temporally unstable segments.

1b. Representation of output data: For each experiment, labeled with index $i$, an output value $\varphi_{i}$ is created from the output data by taking the mean of the output data vector $\varphi_{\mathbf{i}}=\left(\varphi_{i, 1}, \ldots, \varphi_{i, j}, \ldots\right)$ such that

$$
\begin{equation*}
\varphi_{i}=\sum_{j} \varphi_{i, j} / M \tag{15}
\end{equation*}
$$

where $j$ is the object label, consistent with the input data. Hence, if $\chi_{i}$ represents the values of the object attributes before the action, then $\varphi_{\mathrm{i}}$ represents the values of the object attributes after the action. The such constructed output data $\varphi_{i}$ is used to find the function $f\left(\chi_{\mathbf{i}}\right)$ for which $\varphi_{i}=f\left(\chi_{\mathbf{i}}\right)$ is fulfilled best considering all experiments $i$. The function $f$ then describes the action inducing the relevant changes in the data set.
2. Choosing the particular description of the candidate models, i.e. candidate functions: Almost all types of functions $\mathrm{f}(\chi)$ can be theoretically expressed by Volterra functional series. Its discrete analogue is the Kolmogorov-Gabor polynomial:

$$
\begin{align*}
\varphi= & a_{0}+\sum_{j=1}^{M} a_{j} \chi_{j}+\sum_{j=1}^{M} \sum_{k=1}^{M} a_{j k} \chi_{j} \chi_{k} \\
& +\sum_{j=1}^{M} \sum_{k=1}^{M} \sum_{l=1}^{M} a_{j k l} \chi_{j} \chi_{k} \chi_{l} \tag{16}
\end{align*}
$$

where $\left(\chi_{1}, \chi_{2}, \ldots, \chi_{M}\right)$ are taken from the input data, and $\mathbf{a}=\left(a_{1}, a_{2}, \ldots, a_{M}\right)$ is the vector of coefficients or weights.
In the following, we choose a multilayered algorithm, thus the iteration rule (particular description) remains the same for all series. A linear particular description of the form

$$
\begin{align*}
\varphi_{1}^{1} & =a_{1} \chi_{1}+a_{2} \chi_{2} \\
\varphi_{2}^{1} & =a_{1} \chi_{1}+a_{3} \chi_{3} \\
\vdots & \\
\varphi_{r}^{1} & =a_{t} \chi_{t}+a_{l} \chi_{l}  \tag{17}\\
\vdots & \\
\varphi_{s}^{1} & =a_{M-1} \chi_{M-1}+a_{M} \chi_{M}
\end{align*}
$$

is used for the first iteration, containing $s=M^{2}$ candidate functions labeled $r$. The upper index represents the iteration number u , here $u=1$. In the second iteration ( $u=2$ ), we get

$$
\begin{align*}
\varphi_{1}^{2} & =b_{1} \varphi_{1}^{1}+b_{2} \varphi_{2}^{1} \\
\varphi_{2}^{2} & =b_{1} \varphi_{1}^{1}+b_{3} \varphi_{3}^{1} \\
\vdots & \\
\varphi_{r}^{2} & =b_{t} \varphi_{t}^{1}+b_{l} \varphi_{l}^{1} \\
\vdots &  \tag{18}\\
\varphi_{p}^{2} & =b_{s-1} \varphi_{s-1}^{1}+b_{s} \varphi_{s}^{1}
\end{align*}
$$

with $p=s^{2}$ and so on in the following iterations
3. Estimation of coefficients: At each iteration, the coefficients of the candidate functions are computed using a least-squares method

$$
\begin{equation*}
\sigma=\sum_{i=1}^{N}\left(\varphi_{i}-\sum_{j=1}^{M} \chi_{i, j} a_{j}\right)^{2} \rightarrow \min \tag{19}
\end{equation*}
$$

taking all experiments into account. Thus, the initial data transforms to the quadratic array of normal equations, which are solved using the Gauss method.
4. Estimation of regularity: At each iteration, we find the candidate function for which the regularity minimizes

$$
\begin{equation*}
\operatorname{PRR}(r)=1 / N \sum_{i=1}^{N}\left(\varphi_{i}^{u}-\varphi_{i}\left(N_{b}\right)\right)^{2} \rightarrow \min \tag{20}
\end{equation*}
$$

where $\varphi_{i}^{u}$ is the model output data at the respective iteration step, and $\varphi\left(N_{B}\right)$ is the output taken from the test data.
5. Stopping of selection: The candidate functions are passed to the next iteration step as long as the regularity measure decreases. Practically it is recommended to stop the iteration already when the regularity is decreasing too slowly. Here, we stop the iteration if the function

$$
\begin{align*}
E= & \left(P R R_{t-2}(r)-P R R_{t-1}(r)\right) \\
& -\left(P R R_{t-1}(r)-P R R_{t}(r)\right) / \\
& \left(P R R_{t-2}(r)-P R R_{t-1}(r)\right) \\
& +\left(P R R_{t-1}(r)-P R R_{t}(r)\right), \tag{21}
\end{align*}
$$

is smaller than a given threshold. Then, the candidate function with the smallest regularity measure is selected.

## III. Results

We approach the task of finding the only existing OACs of our cup world by creating a simplified abstract scenario, in which paper shapes represent objects in a scene (see Fig. 2A). The coloring of objects and the overall color intensities have been varied from frame to frame using an image manipulation program to simulate more realistic conditions, providing additional challenges to the segmentation algorithm. The large blue and red oval shapes represent cup objects, while the black circle represents another object, here a liquid, e.g. coffee, which can be filled into the cup objects. If the liquid object is in the center of a cup object, the cup is full. If there is no liquid object close to the center of cup, the cup is considered empty. We simulate the action of "Filling" by placing the liquid into the center of a cup. The filling of the red cup object can be observed along the consecutive frames of the sequence shown in Fig. 2A. The color images are processed using the segmentation algorithm described in Section 2A (see Fig. 2B). The segment labels are color coded. Temporally stable segments can be tracked from frame-to-frame, hence, changes in the configuration of segments before and after the action can be determined. Here, frame 1 shows the configuration of the segments before the action, and frame 8 shows the configuration of segments after the action. The respective graph representations are depicted in Fig. 1C. The nodes of the graphs are plotted at the center of the respective segment, together with its label. Two nodes are connected by an edge if they are neighbors, i.e. if their boundaries touch each other.

In Fig. 3, the segment configuration before and after the action are shown for a total of eight experiments. From these experiments, the OACs have to be extracted. Experiments 1, $2,3,5,6$, and 8 evidence the successfull application of the "Filling" action to a cup object. Other non-cup objects and non-liquid objects are occasionally visible in the scene, i.e. the red square in the experiment 6 . All the experiments are linked by "reset" actions (images not shown) which allow the


Fig. 2. Abstract example of a "Filling" action. A. The process of filling a cup is captured by a motion sequence containing eight color images. The coloring of objects and the overall color intensities have been varied from frame to frame using an image manipulation program to simulate more realistic conditions. The large oval blue and red paper shapes represent cups in this abstract scenario, while the black circle represents a liquid, e.g. coffee, which can filled into the cups. If a cup is filled with the liquid, the liquid object is placed close or at the center of the cup object, otherwise the cup is considered empty. B. Visual processing. Applying a segmentation algorithm [3] to the image sequence returns temporally stable image segments. The segment labels are color coded. The light blue and the dark red segment correspond to the blue cup and the red cup object, respectively, while the yellow segment represents the liquid object. C The respective graph representations are shown. The nodes of the graphs are plotted at the center of the respective segment, together with its label. Two nodes are connected by an edge if they are neighbors, i.e. if their boundaries touch each other. The background has the label 1 and is not considered further.
objects to be traced through the whole set of experiments. Thus, we can assign the same cluster label to the paper shapes in the images of the first sequence and of the last sequence.

To extract the relevant OAC of the cup scenario, we apply the group method of data handling (see Section IIB) to the data set shown in Fig. 3. For each experiment $i$ and for each segment $h$, we compute the distance of the center of segment $h$ to each other segment $j$ before the action. These distance values $d_{h j}$ define the input vector $\chi_{\mathbf{i}}$ to the GMDH, applied independently to each segment $h$. The output values $\varphi_{i}$ are


Fig. 3. Set of experiments in the cup scenario. The image segments before and after the application of the "Filling" action for different initial conditions are shown. The first experiment is identical to the example shown in Fig. 1. Experiments 1, 2, 3, 5, 6, and 8 show the successful application of the "Filling" action, i.e. after the action, one of the cups changed its state from empty to full. In experiment 4 , both cups are already filled before application of the action, hence, applying the "Filling" action does not induce any relevant changes in the scene. Sometimes other objects, which are not relevant for the particular action, e.g. the rectangular shape in experiment 6.
constructed by computing the mean of the segment distances to segment $h$ after the action. Hence, the task of finding the relevant action from the data set can be posed as an induction problem, i.e. finding the function $f$ which fulfills $\varphi_{i}=f\left(\chi_{i}\right)$ best, considering all experiments $i$.

Before applying the GMDH, the input data is normalized to obtain scale invariance

$$
\begin{equation*}
\widetilde{d}_{h j}=\frac{d_{h j}}{2 / N^{2} \sum_{h} \sum_{j>h} d_{h j}} \tag{22}
\end{equation*}
$$

where $d_{h j}$ is the distance between segments $h$ and $j$, and $N$ is the total number of segments.

In Fig. 4, a generalized graph representation of the segments before and after the action is shown for illustration, containing the relevant changes induced by the "Filling" action. The nodes, representing the segments, are plotted with respect to their relative position. Here, only the edges connecting nodes 2,3 , and 4 with all other nodes are plotted. Neighborhood information is not explicitly used in this example, since the GMDH uses the distances between segment


Fig. 4. Generalized graph representation of the segments before and after the action. Here, only the edges connecting nodes 2,3 , and 4 with all other nodes are plotted. The edges connecting to segments far away of the scene are indicated by an arc symbol. For reasons of proper display these nodes could not be plotted at their true positions. Before the action, node 3 is situated close to node 2 and at distance to node 4 . However, after the action, the node 3 is situated close to node 4 and at distance to node 2 , constituting a relevant change. Node 5 represents another liquid filled in the red cup which only appears in experiment 4 . Node 6 represents another object which has however no influence on the action.
centers. Before the action, node 3 (liquid) is situated close to node 2 (blue cup) and at distance to node 4 (red cup). However, after the action, node 3 has moved close to node 4 and at distance to node 2 , constituting a relevant change in the scene, caused by our abstract "Filling" action.

The GMDH is applied two times to each segment. First, the segment configuration before the action is used to predict the segment configuration after the action, which we call the forward process. Then, the segments after the action are used to predict the segment configuration before the action, which we call the inverse process. Through this, relevant causes in the segment configuration before and after the action can be extracted.

From the functions describing the forward and inverse processes, we consider only the object attributes which have non-zero weight coefficients. The relevant values of the object attributes are computed by taking the mean over all experiments. Mean object attributes together with the associated action define the rule. Applying this method to the blue cup (segment $h=2$ ) returns the function

$$
\begin{equation*}
\varphi=-898.8 \chi_{3}+1503.2 \chi_{4}+0.2 \chi_{5} \tag{23}
\end{equation*}
$$

for the forward process, and the function

$$
\begin{equation*}
\varphi=2988.8 \chi_{3}+944.7 \chi_{4}+0.4 \chi_{5} \tag{24}
\end{equation*}
$$

for the inverse process. The respective rule of the blue cup is

$$
\begin{array}{cl}
\text { if } & \chi_{3}=0.1 \& \chi_{4}=2.2 \& \chi_{5}=9000.2 \\
\text { then } & \text { action }=\text { FILLING } \\
\text { result } & \chi_{3}=1.9 \& \chi_{4}=2.2 \& \chi_{5}=9000 . \tag{25}
\end{array}
$$

For the liquid (segment $h=3$ ) we obtain the function

$$
\begin{equation*}
\varphi=-188.5 \chi_{2}+1768.2 \chi_{4}+0.1 \chi_{6} \tag{26}
\end{equation*}
$$

for the forward process, and the function

$$
\begin{equation*}
\varphi=1426.4 \chi_{2}+178 \chi_{4}+0.2 \chi_{6} \tag{27}
\end{equation*}
$$

for the inverse process. The resulting rule for the liquid is

$$
\begin{array}{cl}
\text { if } & \chi_{2}=0.1 \& \chi_{4}=2.1 \& \chi_{6}=9500 \\
\text { then } & \text { action }=\text { FILLING } \\
\text { result } & \chi_{2}=2 \& \chi_{4}=2.3 \& \chi_{6}=9500 \tag{28}
\end{array}
$$

For the red cup (segment $h=4$ ) we obtain the function

$$
\begin{equation*}
\varphi=1393.5 \chi_{2}+0.1 \chi_{3}+0.2 \chi_{5} \tag{29}
\end{equation*}
$$

for the forward process and the function

$$
\begin{equation*}
y=1332.6 \chi_{2}+123.6 \chi_{3}+0.2 \chi_{5} \tag{30}
\end{equation*}
$$

for the inverse process. The resulting rule of the red cup is

$$
\begin{array}{cl}
\text { if } & \chi_{2}=2.2 \& \chi_{3}=2.2 \& \chi_{5}=9000 \\
\text { then } & \text { action }=\text { FILLING } \\
\text { result } & \chi_{2}=2.2 \& \chi_{3}=0.2 \& \chi_{5}=9000 \tag{31}
\end{array}
$$

The set of rules computed for the different segments represents an OAC of the cup scenario.

In Figs. 5-7 the extracted robot rules, presented as graphs, with respect to segment $h=2$ (the blue cup), $h=3$ (the liquid), and $h=4$ (the red cup) are presented. The relevant edges for initiating the "Filling" action and the relevant resulting edges are plotted in red. In Fig. 5, the rule with respect to segment $h=2$ are shown. A short edge between the blue cup and the liquid initiates the "Filling" action. As a result the liquid is situated far away from the blue cup. In Fig. 6, the rule with respect to segment $h=3$, the liquid, is shown. A small distance between the liquid and the blue cup and a large distance between the liquid and the red cup initiates the "Filling" action, which causes distances between the liquid and the blue cup to increase largely and the distance between the liquid and the red cup to decrease, symbolizing the filling of the red cup. In Fig. 7, the rule extracted for segment $h=4$, the red cup, is shown. The action has been initiated through the large distance between the liquid and the red cup. As a result, the liquid is situated close to the red cup.

## IV. DISCUSSION

We proposed an algorithm for the computation of OACs which applies AI reasoning to temporally stable image segments to ascertain change in visual data. From a set of experiments, relational attributes of segments could be associated with a particular action, here the "Filling" of a cup in an abstract scenario in which paper shapes represent "cups" and "liquids". Segment tracking results obtained for complex image sequences however suggest that the proposed method generalizes to more realistic scenarios. However, segment tracking through n - d segmentation might fail in some cases due to light reflexions or other changes in the images. Other


Fig. 5. Robot rule for the blue cup (segment 2). The most important action-relevant edges are depicted in red.


Fig. 6. Graph representation of the robot rule obtained for the liquid (segment 3). The most important action-relevant edges are depicted in red.
techniques or heuristics will have to be employed to bridge these gaps, since the GMDH used in the reasoning process requires a temporally stable labelling of objects. However, it remains an open question whether the segment representation is descriptive enough for scenes containing complex objects. In real-world scenarios, simple segment relations, such as the distance between segment centers used in this work, might not suffice to capture all action-relevant object properties. In this case, higher-level features would have to be included in the scene description. In our future research, we aim to provide answers to these questions using more realistic scenarios and robot experiments.

We further wish to generalize the method such that the relations between all segments can be used in the GMDH simultaneously. As it its, the algorithm computes rules given the configuration of a particular segment to all the other segments.

The GMDH further relies on statistical recurrence requiring the repetitive execution of an action. Such a strategy is not always very efficient. Instead, we would like to augment the GMDH by drawing conclusions at an early stage, so that actions can be applied more efficiently during the exploratory phase.


Fig. 7. Graph representation of the robot rule obtained for the yellow cup (segment 4). The most important action-relevant edges are depicted in red.
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