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Abstract

This paper focuses on the control of a low-temperature ethanol steam refornvesfer hydrogen production. For this purpose,
three optimization-based control configurations are proposed, namely, a linear model-based predictive controller, a linear quadre
regulator with output error integral action and a cascade control combining the two previous configurations. In all cases, contri
objectives aim at obtaining the desired flow of hydrogen while keeping the carbon monoxide at its nominal working point unde
input and output operational constraints. Output tracking and robustness of each configuration are compared using two key perf
mance indicators that evaluate the output errors and the smoothness of the control signals. Simulation results allow to compare
characteristics of each control configuration when applied to the non-linear model of the ethanol steam reformer.

Keywords: Ethanol steam reformer, model predictive control, linear quadratic regulator, cascade control, multi-objective
optimization

1. Introduction cobalt-based catalysts, which allow reforming ethanol at low

_ temperatures (about 673 K3][ While cobalt-based catalysts
Hydrogen can store and deliver usable energy. Nowadays, fresent important practical advantages in terms of energy con-

is considered a promising energy vector for both stationary angumption, two major concerns appear when reducing the tem-

mobile applications. Likewise, hydrogen presents costly disberature, namely, fast catalyst deactivation by coking and hy-

tribution and storage which makessitu hydrogen production  grogen consuming by-products formation by methanation. First

techniques to become more interesting. and second stages of the reforming process solve those prob-
Steam reforming is & current option flarsizu hydrogen pro- — jemg by an ethanol dehydrogenation followed by an acetalde-

duction. It consists of an endothermic process that requiregyde reforming 4]. The reforming process is completed with

an external heat source and produces a gas stream composglir stage that reduces CO content by means of a water gas
primarily of hydrogen (H), carbon monoxide (CO) and car- gt reaction. The kinetic expressions for the reactions taking

bon dioxide (CQ). Among the diferent reforming techniques, pace in first to second stages and third stage are taken #om [
steam reforming is the one that presents the lowest operating, [5], respectively.

temperature (about 800 K) and produces the reformate with the
highest H/CO. Conversely, it does have the highest CO emis- In the meanwhile, the modeling of the chemical system is
sions [1]. still an open research subject. The work presented]irdg-
Among the diferent fuels for hydrogen production by steam rives a complex simulation-oriented model of the ESR while
reforming, ethanol is the one that has got more interest if4] shows how to obtain a model oriented for control purposes.
the last decade. Basically, ethanol is renewable as it can Hoth works share the fact that the catalytic packed bed reac-
extracted from corn and sugar cane; it is easy to transporfOr can be modeled using the same dynamic equations as those
biodegradable and low in toxicity; it can be easily decomposedsed for modeling a plug-flow reactor, found ir}.[7
in the presence of water to generate a hydrogen-rich mixture |, this paper simulations are based on a non-linear model that
and itis free from catalysts poison such as sulghr [ corresponds to a one-dimensional, pseudo-homogeneous, non-
Slnc_e steam reforming is a catalytic process, selection of Ca%teady-state model based on mass balar@e3 e non-linear
alysts is a fundamental aspect théeats the performance of ., elis improved from the model presented ihl§§ consider-

the reformer. Improvements in the field of the ethanol steamy,q the volumetric flow rate of the gases inside the reactor as a
reformers (ESR) have been achieved with the development f,ction of time and location along the reactor. A linear control-

oriented model, obtained after linearization, model-order re-
“Corresponding author. Tek34 93 401 5752; Fax:34 93 401 5750. duction and temporal discretization of the non-linear model, is
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Literature concerning the design of controllers for ESR is C.H:OH CGHOH oy GHOH |
limited. In [8] the authors perform a controllability analysis on o1 mo H:0
the ESR in order to determine the best input-output pairing fo sTAGE1 M| STAGE2 | cHO STAGE3 | C:HiO
PIDs controllers while ] performs this controllability analy- sk | cro 673K | H, e1ak | M
sis in terms of the global plant with plantwide globdlieiency S0, - g . " Fe:0:Cr,0s T’
objectives. Although control structures are given in both case<:2__,| H, —
any controllers are designed for the closed-loop. = L0,
The multivariable control configurations proposed in this pa-
per must handle the high non-linearities present in those chem- Figure 1: Scheme of the ethanol reformer unit.

ical systems and should be able to satisfy the desired references

in hydrogen production while keeping the carbon monoxide af o

its nominal working poin.t. o . C,HsOH SnG, CoHaO + Ho, (1)
The two control techniques used in this paper, linear model- 648K

based predictive control (LMPC].{] and linear quadraticregu- and in the second stage, acetaldehyde is reformed under pres-
lator with output integral action (LQRIJL, minimize a multi-  ence of water (KO) into hydrogen and carbon monoxide (CO)
objective function. Several advantages make both control techynd carbon dioxide (C© over a zinc oxide-supported cobalt

niques suitable for the ESR application: they can deal withyith iron addition catalyst (Co(F&nO) at 673K, i.e.,
MIMO, non-minimum phase, inverse response, large-scale sys-

i-obj i imi i Co(Fe)ZnO Na
tems and aII_ow multi objectlv_e optlmlzat|0_n. FL_thhermore, the CoH40 + H,0 o(Fe)Zn 2CO+ 3H,, (2a)
LMPC can introduce operational constraints into the control 673K
Co(Fe)ZnO Na
problem n.aturallyl. _ . . CoH40 + 3H,0 Co(Fe)ZnO Nat | 2C0, + 5Hy, (2b)
The main contribution of this paper is to present and compare 673K
optimization-based control strategies that can tackle with the co Co(Fe)ZnO Na
. . . . +H,O ——— CO; + Ha. 2c
non-linear behaviour of the ESR showing an alternative to the 2 673K Oz + H. (2¢)

classical control configurations based on decentralized PIDs. . . . .
: : Reactions 28 and @b) take place in parallel while reaction
The paper is structured as follows: Sectbgives a chem-

. L . . . 20) occurs in series with reactio2d). In order to reduce the
ical description of the ESR. Sectiédetails the basic math- (29 . : 9 .

. : . . ethane formation and coking on the second stage, iron and
ematical equations modeling the dynamics of the system ang]

. L2 odium are added to the @ZmO catalyst12].
the a;sumptlons used to S'”.‘p"fy the model. Furthermore, the Finally, the CO content is reduced in a third stage by means
non-linear model used for simulations and the linear control-

: . of a water gas shift reaction. The CO reacts under presence of

oriented model used for the design of the controllers are pre- : S . L
. . water over an iron trioxidehromium trioxide catalyst (R©s-

sented. Sectiofpresents the control specifications and the per- ,0s) producing CQ and H, i.e

formance indicators used for the analysis of the performance oc% 223) P 9 T

the control configurations. Secti@shows the characteristics CO4 L0 20 H 3

and the schemes for each control configuration. Sediex- + D« o3k © + Ha. (3)

poses and compares the simulation results in tvi@dint sce- o

narios: first, output tracking and second, rejection of additive Each one of the three stages corresponds to a monolithic re-

load disturbances. Finally, Secti@rgathers the conclusions of actor. Figurd shows the reformer unit with the three mono-
the work and gives some further work lines. lithic reactors in series. Inputs correspond to ethanol and water

and outputs correspond to ethanol, water, acetaldehyde, hydro-
gen, carbon monoxide and carbon dioxide.

For control purposes, ethanol and water act as the manipu-
lated variables and hydrogen and carbon monoxide are the mea-

sured and controlled output variables.
This paper considers an isothermal low-temperature ESR for

the production of hydrogen. Cobalt-based catalysts allow th
steam reforming of ethanol to take place at low temperature
(613-673K) B]. However, a direct transformation from ethanol  An accurate knowledge of the dynamic response of the re-
to hydrogen using these catalysts presents two major dravictor results essential towards the design of model-based con-
backs, namely, methanation and oxidizing atmosphere. The fotrollers for the whole reformer. This section presents the non-
mer favors a costly side reaction that produces methane by cofinear model (NLsys) used for simulation as well as the linear
suming hydrogen, and the latter restricts the creation of metalligontrol-oriented model (LRDsys) used for the controllers de-
cobalt necessary for the reforming process. sign.

The reforming process is split into three independent stages
[4]. In order to create a reducing atmosphere, in the first stagé . Non-linear Simulation Model
ethanol (GHsOH) dehydrogenates into acetaldehydeHgO) A one-dimensional, pseudo-homogeneous, dynamic model
and hydrogen (b) over a tin dioxide catalyst (Snpat 648K, has been used to represent the ethanol reforming process in the

2. System Description

. Mathematical Modeling



already referenced series of monolithic reactors (Figur&he x
major assumptions underlying the model are the following:

&
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e |sothermal operation within each stage is considered.

. J
e Plug-flow reactor modeling is assumed since the flow in- =m z-L
side the channels is laminar.

e Diffusion action is assumed to be slower than the convec-
tion action and therefore, terms related tfiulion are ne- 0
glected. Sl

1660
A
1460

e The use of low-diameter monoliths supports the assump _ -4t
tion of 1-D model avoiding the occurrence of pronounced
radial mass profiles.

1260

iables

e |sobaric conditions are assumed due to the high void frac
tion of the monolithic structurest(= 0.66). Thus, the

Number of vari

Numeric divergence [%)]

P - A -+ A Number of variables
pressure inside the reformeris 101,325 Pa. I A e Smger s
. . o — @ —Stage 2
e Gas properties are function of temperature and gas cor ;4| O —e—Stage 3 as0
centration. Ideal gas law is applicable due to low operating A = Whole reactor
pressure. 7% s 60 0 120 150 180 210 240 270 00’

Total number oAV
As it is found in H], the mass balance equation together with
the initial and boundary conditions can be expressed, after Coffigure 3; Numerical divergence in conservation of mass istfan of the total
sidering all the assumptions, as number of discretization volumesV along:z.

6Cj G(ij)

o T ez concentrations aB; = OC; is used. BothD andF are given in

C;(0,2) = Cj0(2), Vzelin, L], (4b) m3s~! and mols?, respectively. Figur@ shows the schematic
' representation of each one of the three monolithic reactors.

= Vj,l' ri, (4a)

Cj(l, 0) = Cj,in(t)7 Yt > 0, (4C)
where; is the component numbgr= 1,...,6 (C;HsOH, H,0,  3.1.1. Spatial Discretization
C,H40, Hy, CO, CQ, respectively),i is the reaction num- The set of mass balance equations presented) o (6) rep-
beri = 1,...,3 (reactions 1) to (3), respectively),C is the resents the spatial derivatives of the concentrations with respect

concentration given in molm, r is the reaction rate given in to time and space. This space dependence is discretized using
molm~3s1, vis the linear velocity of the gases giveninms  backward finite dferences,
t is the time given in sf denotes the initial timejz denotes
the reactor inlet and denotes the reactor outlet. Refer to the 9C; = M
Appendix Afor the kinetic expressions. 0z Az

In the simplified mass balance expression presenté#in{  resyiting in a model where the concentrations vary with time
should also be expressed in function®fin order to be able to  anq are considered as constants within eaffirintial volume
solve the set of PDEs. This work improves the model reportetéAV — AAz). Spatial discretization results in a lumped parame-
in [4] considering that varies not only with time but also with o system and allows the use of lumped systems theory. How-
the position along the reactor’s axial direction According  gyer, it carries a numerical divergence in the conservation of
to [13], in a plug-flow reactor under isothermal and isobaricmass that increases when decreasing the numbeffefatitial
conditions,v can be expressed as volumes along the reactor.

Figure3 shows the loss of mass in percentage between the in-

v = vl +8X), ®) put and the output in function of the total numberdf alongz.
s(Cj,i,, - C,-) A mass balance for each one of the three stages independently
- Ci—Cim (6)  is shown as well as the global mass balance for the whole re-

actor. Moreover, it is shown the number of variables that need
whereX is the conversion given in % ands the adimensional to be solved in function of the number of discretization points
reagents-products molar relation for the considered reactiorconsidered.
However, in the sequel, the velocity of gases in the reactor will Notice from Figure3 that the divergence only happens on
be calledvolumetric flow rate which is expressed a@ = Av, stages 1 and 2, wher@ presents a variable profile with This
being4 the section of the tubular reactor given ig.nAlso the  divergence happens since the volumetric flow rate is assumed
term molar flow rate, denoted ag’, which is related with the to be constant within each féirential volume but changes

3



abruptly from one volume to another. With the increment of ’_ Z ZCHOH = .. HO % .. CHO —e—H
AV, this difference in the volumetric flow rate between neigh-
bor volumes decreases and consequently, the loss of mass ( ol STAGE 1 ; STAGE 2 . sTAGE 3
creases. Stage 3 presents a congiame. the reaction implies Bhm i mimimimmm ; i
the same number of moles in reagents and products, and tl :
numerical divergences are zero.

In this paper, simulations have been carried out considel
ing 45 AV which represents 240 variables (concentrations). Ir
this case, the mass divergence considering all the stages cor
sponds to -7.23%. Due to the high computational burden whe
solving the set of DAESs, and therefore, from a practical point
of view, this divergence is accepted.
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3.1.2. Behavioral Analysis 140008 :
Characteristics of the NLsys model can be obtained fron _ ' . : 1
static and dynamic tests in open loop. Static analysis consic 5 N
ers static profiles of each variable with respect to the position il £ 80 § o o ]
z direction while dynamic analysis examines the behavior of th¢ © sooor
output variables after step changes around the nominal valur  4o00 5 S
in the input variables. 20007
Figure4 shows the static profiles for the molar flow rates and 0
the concentrations of all the species present in the reactor, i **
well as the profiles of the volumetric flow rate and temperature o007
Note that7 remains constant within each stage at its optimal 2

T~

680

660

. . £, 0.0006 640z
working value, i.e.T1 = 648K, T, = 673K, and73 = 613K o =
[4]. In the transitions between stages, coexistence of two tenr  0.0008 620
peratures is assumed since no energy balances are consider .., U U PR 600

T 0.1 0.2 03 0.4 0.5 0.6 0.7 0.8 0.9 1

This assumptionféects all the other variables, showing abrupt
changes in their values at the transition between stages-
creases in the first and second stages amause there are Figure 4: Molar flow rate profiles (top), concentration prcfiieniddle) and vol-

more moles of product than moles of reagenis £, > 0). umetric flow rate and temperature profiles (bottom) in function of the position
However, in the third stage the reaction produces the same nunaleng the reactor length at steady state.

ber of moles and; = 0. Concerning? andC profiles, inert
gases in stages 1 and 2 Bland GHsOH, respectively) show
a constant profile while its C profile changes. This is the model (Lsys) of 240 states is obtained. In this model, states
result of keeping the produdt, = OC; constant within each have a physical meaning and represenihwithin eachA V.
stage. In stage 3 remains constant, and hence, inert gases Unfortunately, the Lsys model is not fully-state observable,
(C,HsOH and GH,40) present constant profiles bothAhand ~ Which is required for control purposes since only outputs can be
C. measured. Therefore, the second step consists in a model-order
Figure5 shows the evolution in time of all th€; outputs for ~ reduction based on a Hankel-norm approximation of the Lsys
step changes af20% ONF ¢, i, o, andFy, 0., inputs (leftand ~ model. All the dynamic information of the system is concen-
right columns, respectively). Analyzing the output responsedfated in less than 15 states. Only the first 12 states are kept for
the following efects should be noticed: practical purposes, obtaining a 12-states fully-state observable
: model, named LRsys. A drawback resulting from the model
°a _sudden_ ch_ange in all the outputs when the steps are 4Rsduction procedure is the loss of the physical sense of the state
plied, \_Nh"_:h IS a consequence of the constant pressure agz jpjes, However, for control purposes this physical meaning
sumption inside the reformer, feature is not necessarily relevant since the most important fea-

« in some outputs, after the instant response, a combinatioires are related to the tradé detween accuracy, simplicity

of a non-minimum phase and very slow dynamics behaviofhd compactness.

of about 9, and Finally, the last step consists in a temporal discretization of
the LRsys model since all the configurations proposed in this
paper are in discrete time. Time discretization is made assum-
ing piecewise constant control inputs over the sampling time
(zero-order hold method). The sampling time is chosen to be
3.2. Control-oriented Model T, = 0.3s, which is ten times faster than the fastest time con-

The first step to obtain the model used for the design of thétant of the NLsys.
linear controllersis to linearize théLsys model. Thus, a linear The LRDsys model used for the design of the linear con-

4

Unitary reactor length, zt [1

e aninverse response iy, o, for steps inFc, i, 0m,» and in
Fr,1, Fcor andFcp, . for steps inF'r,o.in.
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Figure 5: Molar flow rates of all the components at the outpuhefESR for
steps of+20% around the steady state of the ethanol input (left column) anc 4 s 12 16 2 240 4 8 12 15 2
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Figure 6: Validation of the LRDsys model with the NLsys model.
trollers can be expressed in state-space representation as

X (k+ 1) = Ayax, (k) + Byau (k) (7a) 4. Control Specifications and Performance Indicators
¥ (k) = Craxy (k) + Drqu (k). (7b) Usually the application of the hydrogen produced by the ESR
wherex, (k) € R is the vector of the state variables and determines de contr.ol specificatipnstlo consider. Since this faqt
A e R'lgxlz B., e R22 (., c R22 andD., € R2? are has not been taken into account in this paper, the control speci-
¢ o o r fications have been chosen as a function of the accuracy of the
the matrices for the LRDsys model. Input and output VeCtor?_RDsys to represent the NLsys model

i 2 2
are, respectw_ely; (k) € R” andy (k) & R”. . Thus, the control objectives are chosen to track theutput
The direct input-output feed-through represented by matrixq point while keeping the CO output at its nominal working

Dy results from the assumption that pressure must be constaghin The reason is that the final purpose of an ESR is to sup-
inside the reformer, i.e., at the time one molecule of gas enter&ly the H, demand no matter the considered application. Refer-
the reactor, another molecule must leave it. ring to the CO output, the accuracy of the LRDsys model de-
Nominal working values correspond to the steady state valcreases when being far from the nominal working value which
ues given in Tabld wheren” is the H yield, Xc,#0n is the  imits the performance of the controllers to keep this output
C2HsOH conversionXc,x,0 is the GH4O conversion angco  at its nominal working value. Besides, those two control ob-
is the CO molar fraction. All those values are calculated asectives should simultaneously satisfy certain operational con-
defined in B]. straints and reject additive load disturbances. Note that model
Validation of the LRDsys model against the NLsys model(7) only considers the water and ethanol inflows as exogenous
for steps of+ 20% in both inputs around the nominal working manipulated inputs. Disturbances, when considered, act as ad-
point is shown in Figuré. It can be noted that fHsteady-state  ditive signals &ecting the inflows.
absolute errors are in the range [0.27 %, 0.53 %], which can Table2 summarizes the control specifications considered in
be considered as negligible. On the contrary, CO steady-statkis paper. The role of each variable indicates whether the vari-
absolute errors are in the range [6.90 %, 16.90 %], which musible is a manipulated input (M) or a controlled measured out-
be translated into keeping the CO at its nhominal working poinput (CMO). Set point values, constraints and load disturbances
in the control specifications. are expressed as a percentage variation around the nominal



Table 2: Control specifications for the ESR.
. - istur- YrH, Y UC,HsOH VH.
Variable  Role  Symbol Set  Cons-  Distur —»0——_—»2 O 2 2
pomts traints bances
NLsys

FC2H5OH, in Ml Uc,Hs0H — +20% +10% Yco
FH2O, in Ml Un,0 — +20% +10%

Fr,. L CMO v, +10% +20% —

FcoL CMO vyco 0 +20% —

Figure 7: PID decentralized closed loop scheme.

value. Constraints on the Ml and CMO fixed at a maximum
variation of+20% are imposed.
In addition to the specifications shown in TaBlghe control

Table 3: PIDs tuning parameters

configuration should keep the output steady state errors as close Controller &, -107° ki
to zero as possible. The tradff between fast kiresponse and Ply, 5.0765 0.3641
overshoots both in fHHand CO outputs is not specified. When Plco -7.4378 2859578
using LMPC, the optimization time should allow real-time ap-
plications, i.e., it should be at most half the sampling time of
the controller.
The performance of theflierent controllers is evaluated with Yr MPC u NLsys Y
two key performance indicators (KPI). The output indicator, LRDsvk
namely KPI, , represents the mean-square error between the
outputs and their references. The smoothness indicator, namely X
KPIy,,, is related to the smoothness of control movements. Full Statq
They are defined as Observe
N
KPI, = \ %z; [y” (;C’)C (Ii;( (k)} s Figure 8: LMPC closed-loop scheme.
1Y Aug (k) 2 The decentralized PID control configuration is shown in Fig-
KPln, = | < Y. .
\ N [ u(N) ] ure7. The structure of the controllers correspond to the ideal

PID form with a first order derivative filter,

k kds )

where N denotes the total number of samples, (k) is the
1 —
G(s) = (+S+Tfs+1’

output set point for the output componenat time k, y. (k)

is the measured output at timewith ¢ € {H,, CO}, Aug

is the incremental control movement applied at time k with
g € {C2Hs0H, H,0} andu(N) corresponds to the last control
signal within the simulation horizon.

(8)

whereG(s) is the transfer function of the PID controlld, is
the proportional gaink; is the integral gaink, the derivative
gain and7 ; is the filter time constant.

The tuning procedure was made by means of the interactive
PID tuning toolbox Simulin® Control Design™. The PID
parameters in8) for each control loop are shown in Tal8e

The four closed-loop configurations compared in this paperhe derivative gain is considered to he= 0 in all the cases,
correspond to decentralized PID, LMPC, LQRi and cascadghat actually corresponds to a Pl controller.

LMPC-LQRI. As explained in SectioB, the NLsys model is
used for simulation of the ESR and the LRDsys model is used > 7yppPC
for the design of the linear controllers.

5. Closed-Loop Configurations

This configuration faces the control of the MIMO plant using
. a centralized LMPC with output feedback. Fig@&shows the
3.1, Decentralized PID block diagram for this configuration. The MPC problem formu-

In this configuration two dferent closed loops controlled |ation presented inlj0] and adapted to the ESR can be written
by two independent PIDs are considered, one for the paigg

C,HsOH—H, and another one for the pair,@—-CO. This
input-output pairing has been proved, in previous works, to be
the best pairing when comparindigirent input-output control-
lability indexes, such as the relative gain array, the condition
number and the Morari resiliency inde3][

H,-1
min pZO |90+ p 1K) = 3, OW) |12, + 11 Ak + p k) 12,

(9a)



Table 4: LMPC tuning parameters

Yr Xi
-I ntegratd u
Weights Constraints - -K NLsys 4
Time instant qH, 4co TGHs0H VH,0 Ui Vi 2’
pel0,H,-2] 1 0.01 o *20%
p=H,-1 17 1% 0.5 1 £20% " 1o Full State
Observ
subject to
[ : i closed-| heme.
5k + p+1k) = A+ plk) + Braulk + p k), (9b) Figure 9: LQRI closed-loop scheme
yk+plk) = Cyx.(k+ plk)+ Dqulk + plk), (9¢)
x(klk) = %(0lk) (9d) controller considers théelay of the NLsys (which is of about
in e 9s) and also assures an adequate horizon for the open-loop pre-
s uk +plk) < u™, (9€)  diction. ThegpSolve (Active-set) solver from the TomI&h7.5
Yy <ylk+ plk) <™, (9f)  allows optimization times inferior to 0.1 s, which correspond to

wherep = 0,...,H, — 1 is the time instant within the predic-

tion horizonH, ; w, andw, are the output errors and inputs

smoothness penalty weights for the cost function, respectively;

%.(k) € R*¥? is the vector of estimated states; amft’, 1~

a third of the sampling time considered.

5.3. LORi

Since the LMPC configuration, as defined in Sect®g

y"™", y" correspond to the lower and upper constraints for thesannot deal with modeling errors or assure error-free steady

inputs and the outputs, respectively.
Note that solving problen®j, a vector of optimal slew rates,

AUK) 2 [Auk)T ... Au(H, - 11k)T]" e R¥"

is obtained. At each time instahitproblem 9) is solved for the

current state and the control movement applied to the system in

the previous time instant, namelfk—1). Only the first optimal
slew rateAu(0lk)* of the optimal sequenc&/(k)* is applied

state, a centralized LQR plus an integrator with output feed-
back is considered. Figu@shows the block diagram for this
configuration. The full-state observer corresponds to the one in
(10). The discrete-time integrator is based in the forward Euler
formula [L€],

xi(k+1) = x (k) + T (vr (k) =y (K)) .

wherex;(k) € R? is the vector of integral states of the output

to the process previous transformation into a control movemerdrrors and.(k) € R? is the vector of output references.

as
u(k) = u(k—1)+ Au(0lk)".

The remaining optimal slew rates are discarded and the opti-

mization is repeated at time instant 1.
In addition, a full-order state observer is depicted in the bloc

diagram. Since the complete state vector is not available, state
estimation from the measurement of the NLsys outputs is re-
quired. The solution of the optimization problem will be based

on an estimation of the reduced state vectp(k), instead of
the true reduced state vecigr(k). For this purpose, a full-state
Luenberger observer is usetd], which is expressed as

X (k+ 1) = (Ara = LCra) X (k) + Byqu (k) + L (v (k) = Dyqu (k) ,
(10)

whereL is the estimator gain matrix. The observer is designed
by solving the associated Riccati equation assuring that the es-

timator poles of(4,;, — LC,,) are faster than those of the con-
trolled plant.
The LMPC controller has been tuned considering the previ

The addition of this integrator increases the number of states
of the linear system used for the design of the LQR controller.
Therefore, the states of the modekDsys have to be aug-
mented withx;(k). Thus, the new augmented plant can be ex-

Rl

The LQRI controller is computed using the matrices of the
augmented modell(l). The discrete LQR controller corre-
sponds to an optimal state feedback matix,obtained from
the unconstrained minimization of the objective function

lPressed as

Ara
- Crd

x, (k)
x; (k)

X (k+1)
X; (k+ 1)

]+[_’;‘ ]u(k). (11)

rd
rd

0

J() = Z | %ra(n)” Q) + () Ru(n) |

n=1

where, x,, = [x,,x;]7 corresponds to the states of the aug-
mented modelX1). The gain matrixk = [K;, K,]” has also
two terms, the first gain matriX; concerning thex; and the

ous analysis of the system’s behavior. The weights of the Co¥econdk,, concerning ther,. The weights Q are formed by

function are presented in Tabde Terminal weights and ter-
minal constraints are added in order to ensure stabilify. [

Setting H, = 37 time instants (i.e., 11 s) ensures that the LMPC

7

_|4p
Q_[qi

|



whereq, are the weights penalizing the states of the plant ando the LQRI. The cost functiordg) changes to

q; are the weights penalizing the two states of the output error Hy-1

integrator. min [ 3G+ p 1) = yrclh+ pI) [P+ || Avmee+ i18) |2, ] (13)
Tuning of the LQRI controller corresponds to the weights R=

ratio % = 10. Weightsg,, = 0 since the states of the controlled and the constraint9¢) are expressed now as

plant should not be minimized. W< et k) < 0, (14)

wherey?, ye* correspond to the lower and upper constraints

for the output references and the weightsnow penalize vari-

ations in the references. The new optimization vector for the

LMPC problem contains variations in the references given to

| the LQRI configuration, which change within the prediction
Yr | MPC - horizon.
[RDsysLQRi xi _K Tuning parameters for the LQRi inner loop are inherited from

- NLsys
Section5.3. The tuning parameters for the LMPC output loop
arew, g, = 1L andwy.co = w,.m, = wrco = 0.01.

5.4. Cascade LMPC + LQORi

<

6. Comparison of the Closed-loop Configurations

The performance of the closed-loop configurations presented
in Section5 has been compared in twofirent scenarios: first,

output tracking and second, additive load disturbances rejec-
Since the LQRI configuration assures free steady-state errgpn.

but does not deal with constraints and the LMPC configuration simulations have been carried out using Simulink 7.6 and

deals with constraints but does not assure free steady-state gz TOMLAB® 7.6 optimization package for Mat/&R2010b

ror, a combination of both configurations in a cascade schem@g pits). Two solvers have been used, namely, the variable-step
is considered in order to overcome the drawbacks of each coRg\verodes5 Dormand-Prince for the NLsys modelin Simulink
figuration alone. Thus, two closed loops are considered. Thgndgpsoive (AS method) as a quadratic programming solver.
inner loop contains an LQRi as the one presented in SectioRymerical linearization of the NLsys model has been done us-
5.3, which deals with the modeling errors between the LRDsSySnq the Control System Toolbd¥. The computer used to run
and the NLsys models directly. The external loop contains thene simulations is a PC Inf@ICord™ 2 Duo CPU ES8600 run-
LMPC, which manages the references given to the LQRI conpjng hoth cores at 3.33GHz with 8.0GB of RAM.

figuration. Figurel0 shows the block diagram for this configu-

ration.

The new model for the external LMPC will be the whole in-
ner loop. Taking the references to the LQRI as the new inputs gjmylation results are presented in Figade This scenario
and the outputs of the NLsys system as the outputs, the stalgspsiders simulations for 10% step change in,.;, while
space representation of the inner closed loop is Yr.co is kept at its nominal value. Constraints are kept20%
as specified in Tabl2. KPI values are shown in Table The

Figure 10: LMPC-LQRI closed-loop scheme.

6.1. Output Tracking

flhe1) = LACFL; _BZ)’K” :?Z? fl)+ 8 () lowest KPI, meaning the lowest output error or the smoothest
-7 &d T.DuK, I+ TrD.Z,K T YA contr_ol inputs, are highlighted. Analyzing the curves and the
s sTrae S ¥ (12a) KPI, it should be noted that

y (k) = [Crd -D,4K, —DrdK,-]é-‘(k), (12b) e Only LQRi and PID configurations ensure error-free
steady-state response because of their integral action.

with the new vector of states However, the output steady-state errors for the LMPC and
. cascade LMPC-LQRI are less than 1% and can be consid-

£ [ Xr (l({l){)] ered negligible.
= | Xobs s
x; (k)

e The PID configuration presents the highest oscillations.
It is the slowest response and it does not fulfill any con-

wherew = 4,;,-LC,;— B,4K, an (k) = x, rr n . ; .
erew = A,q— LCyq— B1yK, andxp, (k) = % (k) corresponds straints. However, it shows the smoothest control inputs.

to the vector of states for the full state observer. The mdd2! (

is denoted as LRDsysLQRI. . : .
The MPC probler)rll@(i?s now modified because the model ® The LMPC configuration shows the best output tracking

has changed. Thus, the LMPC does not control the input vari- ~ Performance in botly;, andyco with negligible steady-
ables to the reformer any more, but the output references given  state error (less than 1%) and fulfilling all the constraints.

8



Table 5: Performance KPI for all the control configurations at the output track-

g ing scenario.

g

£ KPI[-10°9]

ém Controller

" H, CO C,H50H H,O
PID 19.2695 97.4540 0.1036 Q0054
LQRI 3.1648 42.3001 5.0490 1.2891
LMPC 2.1953 174437 0.8919 1.9095

LMPC-LQRi  2.8800 29.0933 8.4317 1.8428

2

Uso [mmol/s]

Table 6: Performance KPI for all the control configurationshatload distur-
bance rejection scenario

£ 3

< i Controller KPI[107]

> 66f I.’ } Ho CcO C,HsOH H,O

64— ] PID 127.9991 471.4544 0.0995 Q0200

——————————————— LQRI 21886 48.2085 8.6979 1.8433

e | I 1 LMPC 10.9194 147.4150 0.8201 1.2705

g ooea g LMPC-LQRI 7.9488 360637 16.2757  3.4082

E oo i g

o

0.056(-

L I . I 1 I h
125 150 175 200 225 250 275 300
time [s]

0.052

Figure 11: Output tracking performance of all the controlfgpmrations. From
top to bottom, first and second plots show ethanol and water control inputs
while the third and fourth plots show hydrogen and carbon monoxide outputs.

e LOQRIi and LMPC-LQRI configurations show a better per-
formance than the PID configuration, being the cascade
configuration faster, especially bringingo back to its
nominal value. Nonetheless, both exceed the input con-
straints in the:c,z,0n and show aggressive control inputs.

In addition, both LMPC and cascade LMPC-LQRI config-
urations can narrow the upper constraifit” down to+7.5%
instead of the+20% considered in the simulation. Narrowing
the upper constraint reduces the overshoot at the expense of
losing performance in the tracking of tipg,. The lower con-
strainty7, must be kept at -20% in order to avoid infeasibility
of the optimization problem.

6.2. Additive Load Disturbances Rejection

Simulation results are presented in Figd& This scenario
considers additive load disturbances+d0% step change in

The PID configuration presents the highest oscillations
and does not fulfill any constraints. However, it shows
the smoothest control inputs and ensures error-free steady
state responses.

The LMPC configuration does not consider feed-forward
compensation of the load disturbances and thus perfor-
mance getsféected showing high steady-state errors. Al-
though theyco exceeds the upper constraint when the
Auc,ns0m 1S applied, the LMPC controller internally ful-
fills all the constraints and this graphical divergence is due
to modeling errors between the LRDsys and NLsys mod-
els (up to 16% on the constraints).

The LQRI configuration ensures error-free steady-state re-
sponses and shows the lowest output erroyin It
presents an aggressive, s,z exceeding the constraints
when the disturbancsuy, o is active.

The cascade LMPC-LQRI configuration presents the low-
est output error ipco at expenses of presenting the most
aggressive control inputs. Although this configuration can
not ensure error-free steady-state response, it can be con-
sidered negligible (less than 1%).

both uc,onr @anduy,o with respect to its nominal value, thus 7 conclusions and Further Work

the control signals received by the NLsys would:ibe Au .
Constraints are kept at20% as specified in Tabz KPI val-

Tables7 and8 summarize the performance of each config-

ues are shown in Tablg The lowest KPI, meaning the lowest uration based on the output error and input smoothness KPI
output error or the smoothest control inputs, are highlightedobtained during the simulations in the previous section. Table
Analyzing the curves and the KPI, it can be noted that 7 shows characteristics that can be either assured or nog whil



C2H5OH = = = H20|

Table 8: Comparison of the output tracking, inputs smoothness and load distur-
bance rejection of each control configuratidtunking — 1: best performance,
..., 4: worst performance.

Yy [mmol/s]

Yeo [mmol/s]
o

- L 1 L L L L L L
100 200 300 400 500 600 700 800 900 1000 1100
time [s]

Figure 12: Load disturbance rejection performance of allctatrol configu-
rations. From top to bottom, first plot shows the two input disturbances profile,
second and third plots show ethanol and water control inputs while the fourth
and fifth plots show hydrogen and carbon monoxide outputs.

Table8 shows a ranking of how the configurations fiffdient

E
£ . Outputs Load disturbance Inputs
5 Ranking . o

2o tracking rejection smoothness
) 1 LMPC LQRI PID

2 LMPC-LQRI LMPC-LQRI LMPC

a 3 LQRI LMPC LQRI

3 4 PID PID LMPC-LQRI
£ 9

gN 8

: 7

shows incapability in load disturbance rejection showing
high steady-state errors while the disturbances are active.

The LMPC-LQRI configuration combines the perfor-
mance of LQRi and LMPC configurations. Therefore,
both its tracking and load disturbance rejection perfor-
mances are ranked in second place. Furthermore, it
presents no oscillations iny,, fulfills the output con-
straints and allows narrowing tirgeo upper constraint. Al-
though error-free steady state can not be assured, steady-
state error is negligible (less than 1%). However, the con-
trol inputs are the most aggressive and input constraints
are not fulfilled since the LMPC does not deal with the
control inputs directly.

The cascade LMPC-LQRI configuration is globally the
best positioned. Even so, depending on the priority of
the criteria chosen for the control problem other config-
urations might be more suitable.

Further work would consider a ESR with non isothermal con-
ditions, and therefore, energy balances would also be consid-

features. Thus, the characteristics of the four configurations af@®d in the mathematical modeling. Another goal would regard

the following:

with multi-rate configurations in order to be able to control both

fast and slow dynamics, i.e., molar flow rates and temperatures
e The decentralized PID configuration assures output erroisimultaneously. Important aspects related to tiieiency of
free steady-state and ranks the highest input smoothnedge ERS as a part of a hydrogen-based system are open lines
However, this configuration presents high oscillations andor future research. Moreover, experimental validation of the
the worst tracking and load disturbance rejection perforNLsys model is also another point to keep in mind in further
mances. None of the constraints can be considered in thgieps.

configuration and are therefore exceeded.

e The LQRI configuration assures output error-free steady
state, presents no oscillations)ip, and shows the load
best disturbance rejection performance. However, thi
configuration ranks both the output tracking and input
smoothness performances at third position. None of the
constraints are considered and are therefore exceeded.
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Notation

e The LMPC configuration presents no oscillationsyjy,
fulfills all the constraints and allows narrowing theo C
upper constraint. Furthermore, it presents the best output
tracking with negligible steady-state error (less than 1%)Q
and good inputs smoothness. However, this configuration

10

concentration, mmol n¥
molar flow rate, mmols
volumetric flow rate, st
reaction rate, mol ¥ st



Table 7: Comparison of the error, overshoot and constraiffiifient of each closed-loop configurationy: assured, “blank”: not assured.

n'’2

Xc,Hson
XcpH,0
Yco

Ardi Brdn Crdn Drd

CMO
K

K;

Ky
KPI

L
LRDsys
MI
NLsys
T

u

x, (k)

xi(k)

Y

1, 2, 3 (superscript)
¢ (subscript)

g (subscript)

1 (subscript)

in (subscript)
J (subscript)

L (subscript)
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Appendix A. Kinetic Equations

The reaction rate expresses how fast the reaction happens.
Because this term depends on the chemical reaction that takes
place, it is defined for each of the three stages of the ESR inde-
pendently. Refer té\ppendix Bto know more about the values
of the different parameters in each stage. Theedent parame-
ters were experimentally obtained [

Appendix A.1. Stage 1 - Ethanol Dehydrogenation

In this stage the reactiori), follows a first order equation,
so the reaction rate can be expressed, using the Arrhenius law,



as

1
1 B
r1 =k, e* Cc,Hs0H,

wherek,, is the pre-exponential factor in’s R is the universal
gas constant in J¥ mol™, T is the temperature in K ang, is
the activation energy in J ndi.

Appendix A.2. Stage 2 - Acetaldehyde Reforming

In this stage three reactions take place, two in parallel, reac-
tions 28 and @b), and one in series, reactiold). Both paral-
lel reactions present a first order rate reaction, while the series
reaction depends on the partial pressures fiEdint compo-
nents as it can be seen in

2 Eay
r1 =k, 1™ Ce,m,0,

5 fad
r2 =k, e Ce,m,0,

Ea2
2 3
r3 =k, 3™ Cc,1,0 PCo PH,0 (1 -

1 pCOszz)
Kegs pcopmo)’

wherepco, pm,o, pco,, pa, correspond to the partial pressures
for the diterent chemical components in Pa &ty 3 is a con-

stantin s?.

Appendix A.3. Stage 3 - Water Gas Shift

Equation 8) is the only reversible reaction in the whole unit.
This reaction follows a Langmuir-Hinshelwood model to de-

scribe its kinetics

rco = kKcoK,o

PCOPH,0 — (pcoszz) /Ke

1+ pcoKco + p,oKu,o0 + pco,Kco, + pr K, |

whererk is the rate constant in molths ™, K, is the adimen-
sional equilibrium constant for homogeneous reactionf&ns
Ku,0, Ke, Kco,, K, are the adsorption equilibrium constants of
each component in Pa

Appendix B. Reformer Parameters

STAGE 1
vl=3102
el=1/7.14
Ea = 67.32
ki =1551C

STAGE 2
vZ=31107
£? = 6/17.18
Ee = 984

Ea =984

Eg = 122

k2, =12491C¢
k2, =1249 10
k2, = 210°

STAGE 3
Vv3=73810%

volume, n?

reagents-products molar relation, adim.

activation energy, J mndl
preexponential const.;’s

volume, n?

e2=0
k =649 16
K, =62.66

Kco = 41.62
Ko =3.75
Kco, = 2.75
Ky, = 62.66

reagents-products molar relation, adim.

activation energy for reaction 1, Jmmbl
activation energy for reaction 2, J mmbl
activation energy for reaction 3, Jmmbl
preexponential const. for reaction 1}s
preexponential const. for reaction 2%s
preexponential const. for reaction 3}s

volume, n?
12

reagents-products molar relation, adim.

rate const., molm st

equilibrium const. for homogeneous
reaction, adim.

adsorption equilibrium const.s of CO;Pa

adsorption equilibrium const.s 0@, Pa*

adsorption equilibrium const.s of g@a*

adsorption equilibrium const.s of HPa®
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