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Abstract

This paper presents a method for leak localization in Water Distribution Net-

works (WDNs) based on Bayesian classifiers. Probability density functions for

pressure residuals are calibrated off-line for all the possible leak scenarios by

using a hydraulic simulator, and considering the leak size uncertainty, demand

uncertainty and sensor noise. A Bayesian classifier is applied on-line to the

computed residuals to determine the location of leaks in the WDN. A time

horizon based reasoning combined with the Bayesian classifier is also proposed

to improve the localization accuracy. Two case studies based on the Hanoi and

the Nova Icària networks are used to illustrate the performance of the proposed

approach. Simulation results are presented for the Hanoi case study, whereas

results for a real leak scenario are shown for the Nova Icària case study.

Keywords: Fault diagnosis, Bayesian classifier, water distribution networks,

leak localization.

1. Introduction

Water leaks are present to some extent in all Water Distribution Networks

(WDNs). They may imply important economic costs because of the amount of
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water loss, and the location and reparation efforts involved. In many WDNs,

losses due to leaks are estimated to account up to 30 % of the total amount of5

extracted water [1]. This is a very significant amount since water is a precious

resource in many parts of world that try to satisfy water demands of a growing

population.

Several works have been published dealing with leak detection and isolation

(localization) methods for WDNs (see [2] and references therein). For example,10

in [3], a review of transient-based leak detection methods is offered as a sum-

mary of current and past work. In [4], a method is proposed to identify leaks

using blind spots based on previously leak detection that uses the analysis of

acoustic and vibration signals [5], and models of buried pipelines to predict wave

velocities [6]. More recently, [7] have developed a method to locate leaks using15

Support Vector Machines (SVM) that analyzes data obtained by a set of pres-

sure control sensors of a pipeline network to locate and calculate the size of the

leak. The use of k-NN and neuro-fuzzy classifiers in leak localization has been

recently proposed in [8] and [9]. Another set of methods is based on the inverse

transient analysis [10, 11]. The main idea of this methodology is to analyze20

the pressure data collected during the occurrence of transitory events by means

of the minimization of the difference between the observed and the calculated

parameters. In [12, 13], it is shown that unsteady-state tests can be used for

pipe diagnosis and leak detection. The transient-test based methodologies use

the equations for transient flow in pressurized pipes in frequency domain and25

then information about pressure waves is taken into account too.

Model-based leak detection and isolation techniques using stationary models

have also been studied, starting with the seminal paper of Pudar [14] which for-

mulates the leak detection and localization problem as a least-squares parameter

estimation problem. However, the parameter estimation of water network mod-30

els is not an easy task [15]. The difficulty relies on the non-linear nature of water

network model and the few measurements usually available with respect to the

large number of parameters to be estimated that leads to an underdetermined

problem. Alternatively, in [16, 17], a model-based method that relies on pressure
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measurements and leak sensitivity analysis is proposed. In this methodology,35

pressure residuals, i.e. differences between pressure measurements provided by

sensors and the associated estimations obtained by using the hydraulic network

model, are computed on-line and compared against associated thresholds that

take into account the effects of the modeling uncertainty and the noise. When

some of the residuals exceed their thresholds, the residuals are matched against40

the leak sensitivity matrix in order to discover which of the possible leaks is

present. Although this approach has good efficiency under ideal conditions, its

performance decreases due to the nodal demand uncertainty and noise in the

measurements. This methodology has been improved in [18] where an analysis

along a time horizon is taken into account and a comparison of several leak45

isolation methods is presented. It must be noticed that in cases where the flow

measurements are available, leaks can be detected more easily since it is pos-

sible to establish simple mass balance relations in the pipes. See for example

the work of [19] where a methodology to isolate leaks is proposed using fuzzy

analysis of the residuals. This method finds the residuals between the flow mea-50

surements and their estimation using a model without leaks. However, although

the use of flow measurements is feasible in large water transport networks, this

is not the case in water distribution networks where there is a dense mesh of

pipes with only flow measurements at the entrance of each District Metering

Area (DMA). In this situation, water companies consider as a feasible approach55

the possibility of installing only a few pressure sensors inside the DMAs due

to budget constraints [20], because they are cheaper and easier to install and

maintain.

In this paper, a new method for leak localization in WDNs that uses Bayesian

classifiers is proposed. The use of Bayes theory has already been proposed in60

the context of leak localization but not using Bayesian classifiers as proposed

in this paper (see [21, 22]). Bayes theory has also been proposed as a tool for

diagnosis in [23, 24]. Here, probability density functions of pressure residuals are

calibrated off-line for all the possible leak scenarios using a hydraulic simulator

where leak size uncertainty, demand uncertainty and sensor noise are considered.65
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A Bayesian classifier is applied on-line to the available residuals to determine

the location of leaks present in the WDN. A time horizon method combined

with the Bayesian classifier is also proposed to improve the accuracy of the

leak localization method. Two case studies based on the Hanoi and the Nova

Icària networks are used to illustrate the performance of the proposed approach.70

Simulation results are presented for the Hanoi case study, whereas results for a

real leak scenario are shown for the Nova Icària case study.

The remainder of the paper is organized as follows. Section 2 presents an

overview of the overall leak localization methodology. Section 3 presents the

details of the proposed Bayesian classifier approach. Section 4 shows the appli-75

cation of the method to the two considered WDNs. Finally, Section 5 draws the

main conclusions of the work.

2. Methodology overview

The detection and localization of leaks in WDNs is a particular case of

the problem of Fault Detection and Isolation (FDI) in dynamic systems. The80

classical model-based FDI approach considers that this problem can be (on-

line) solved by generating and evaluating residuals, i.e. differences between

values computed through a system model and values provided by sensors that

are indicative of faults.

Following the approach proposed in previous works [16, 17], this paper pro-85

poses a method for leak localization based on the generation and analysis of

pressure residuals. In contrast to these cited works, the analysis of the residuals

is not limited to a Boolean or directional analysis and the use of a Bayesian

classifier is proposed instead, being this the main contribution of the paper.

It is assumed that a small number of pressure sensors is installed in inner90

nodes of the network and that a hydraulic model has been built and tuned.

On the other hand, it is considered that leaks only appear in the nodes of the

network. Although this is not true in practice (leaks can also appear in pipes),

the approximation is valid and useful for large and dense networks.

4



Finally, it must be highlighted that the proposed method only addresses the95

leak localization problem, not the leak detection one, which is assumed to be

solved by using any of the available techniques (for instance, leak detection can

be based on detecting changes in the night consumption, which is the standard

procedure used by most of water utilities [1] to monitor DMAs). Thus, the ap-

plication of the proposed methodology assumes the existence of a leak detection100

module that triggers the operation of the leak localization module.

2.1. Basic architecture and operation

The method for on-line leak localization proposed in this paper relies on the

scheme depicted in Fig. 1, based on computing pressure residuals and analyzing

them by a Bayesian classifier.105
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Figure 1: Leak localization scheme.

Residuals (r) are computed as differences between measurements provided

by pressure sensors installed inside the DMA (p̃) and estimations provided by a

hydraulic model simulated under leak-free conditions (p̂0). The hydraulic model

is built using the Epanet hydraulic simulator [25] by considering the DMA struc-

ture (pipes, nodes and valves) and network parameters (pipe coefficients). It is110

assumed that, after the corresponding calibration process using real data, the
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model represents with accuracy the WDN behavior. However, it must be noticed

that the model is fed with estimated water demands (typically obtained by the

total measured DMA demand d̃WDN and distributed at nodal level according

to historical consumption records) in the nodes (d̂1, · · · , d̂N ) since in practice115

nodal demands (d1, · · · , dN ) are not measured (except for some particular con-

sumers where Automatic Metering Readers (AMRs) are available). Hence, the

residuals are not only sensitive to faults but also to differences between the

real demands and their estimated values. Additionally, pressure measurements

are subject to the effect of sensor noise (v) and this also affects the residuals.120

Taking all of these effects into account, the Bayesian classifier must be able to

locate the real leak present in the WDN, that can be in any node and with any

(unknown) magnitude, while being robust to the demand uncertainty and the

measurement noise. Finally, it must be noted that the operation of the network

is constrained by some boundary conditions (c; for instance the position of in-125

ternal valves and reservoir pressures and flows) that are measured (c̃). These

boundary conditions are taken into account in the simulation and can also be

used as inputs for the classifier.

2.2. Design

As any other FDI method, the one proposed in this paper operates on-130

line but it requires a previous off-line design. In standard model-based FDI

approaches, the design typically relies on the manipulation of the model (com-

bination and/or projection of equations) with the aim of obtaining enhanced

residuals, i.e. residuals that can facilitate isolation under a Boolean (structured

residuals) or geometric (directional residuals) framework [26]. Unfortunately,135

this type of procedure cannot be applied to the localization of leaks in WDNs

since the model is a set of non-linear implicit equations that cannot be easily

(algebraically) manipulated. Alternatively, what can be done is to generate

synthetic data in the residual space by performing extensive simulations of the

model under the possible faulty conditions and to analyze the obtained raw140

residuals. Since the number of installed pressure sensors is small compared to
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the number of nodes (which are the places where it is considered that the leak

can occur) and there are different sources of uncertainty (modeling errors, errors

in estimation of consumer demands, measurement noise), the raw residuals do

not facilitate a straightforward leak localization. However, their analysis is still145

possible by using classifiers. In a previous work [8], this was done by train-

ing and using a classical k-NN classifier. In this work, a Bayesian classifier is

proposed.

The method proposed in this paper considers an off-line design based on the

following stages:150

• Modelling - A model for the WDN is obtained, calibrated and implemented

in Epanet. The model is basically built by taking into account the network

structure and by applying flow balance conservation and pressure loss

equations, see [16, 17] for details. This type of model can be usually

provided by the company that manages the water utility.155

• Data generation - The model implemented in Epanet is extensively used

to generate data in the residual space for each possible leak location. The

residuals correspond to the differences between the pressures obtained by

considering a leak scenario and the ones obtained in the leak-free scenario.

• Calibration - The data associated to each leak location is used to calibrate160

a joint probability density function that models the effect of each leak in

the residual space. The calibration procedure is detailed in Section 3.2 of

the paper.

The data generation stage is critical, since the generated data have to be

complete enough to allow the computation of representative probability density165

functions and the maximum possible degree of isolability. Data is generated by

applying the scheme presented in Fig. 2, that is similar to the one presented in

Fig. 1 but substituting the real WDN by its Epanet model.

The presented scheme is exploited in order to:
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Figure 2: Data generation scheme.

• Generate data for all possible leak locations, i.e. for all the different nodes170

in the WDN (l̄i, i = 1, 2, ..., N).

• For each possible leak location, generate data for different leak magnitudes

inside a given range (l̄i ∈ [l−i , l
+
i ]).

• Generate sequences of demands and boundary conditions that correspond

to realistic typical daily evolution in each node.175

• Simulate differences between the real demands and the estimations com-

puted by the demand estimation module ((d̄1, ..., d̄N ) 6= (d̂1, ..., d̂N )).

• Take into account the measurement noise in pressure sensors, by generat-

ing synthetic normal distributed noise (ν̄).

Taking into account all of these uncertainties, the residual space becomes180

overlapped between classes (different leak locations), as it is in practice. To

deal with the fact that the residuals obtained for the diagnosis can fall in the

residual space of more than one class, the use of the Bayes rule (in form of

Bayesian classifier) is proposed. Bayesian reasoning allows to assign different

probabilities to different classes and therefore it achieves better results than185

other approaches that cannot give information about how related is the instance
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to classify to each class. In addition it allows to fuse in time different but

consecutive diagnosis to improve accuracy.

3. Bayesian leak localization

3.1. Bayesian classification190

For a network with N nodes, the potential leak locations are li, i = 1, ..., N .

It is assumed that pressure is measured in M internal nodes through sensors that

provide the values p̃j , j = 1, ...,M . It is also assumed that a model of the system

behavior allows the computation, at each time instant k, of M residual signals

rj , j = 1, ...,M . These residuals are defined as the instantaneous mismatch195

between the measurements provided by sensors and the behavior predicted by

the model. When a leak occurs, all the residuals are activated (diverging from

zero) up to some extent. Given the residuals, the objective is to apply a Bayesian

leak discriminating procedure in order to identify which leak is the most likely to

be behind the observed behavior. Such a diagnosis procedure based on Bayesian200

reasoning is explained below.

At every time sample k, the probability of each leak can be estimated as a

result of the application of the Bayes Theorem

P (li | r(k)) =
P (r(k) | li)P (li)

P (r(k))
, i = 1, ..., N (1)

where P (li | r(k)) is the posterior probability that the leak li had caused the

observed residual vector r(k) = (r1(k) · · · rj(k))T , P (r(k) | li) is the likelihood of205

the residual r(k) assuming that the active leak is li, P (li) is the prior probability

for the leak li, and P (r(k)) is a normalizing factor given by the total probability

law,

P (r(k)) =

N∑
i=1

P (r(k) | li)P (li) (2)

Regarding the prior probabilities, unless we have any additional informa-

tion, an unprejudiced starting point is to consider all the leak locations equally210
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probable, that is, P (li) = 1
N , i = 1, ..., N . To estimate the likelihood value

P (r(k) | li), we need to perform a previous calibration task in order to ob-

tain the joint probability density function for each leak in the residual space,

P (r | li), i = 1, ..., N . The calibration stage is detailed in the next section.

Note that, in contrast to standard näıve Bayesian classifiers, we do not assume215

independence between the residuals.

The application of (1) produces a set of values P (li | r(k)),
∑N

i=1 P (li |

r(k)) = 1, that can be used to decide which leak is acting over the system. Note

that, at each time sample k, we have information of which is the probability

associated to each leak situation. There can be many competing leaks, each one220

with a different probability value. The leak with the highest posterior proba-

bility can be selected as the most likely leak, or all the leaks with a posterior

probability above a prespecified threshold can be selected as leak candidates.

3.1.1. Recursivity

The results can be improved if (1) is recursively applied, that is, if the225

posterior P (li | r(k)) is used as the prior probability for the next time sample.

This way, as long as new measurement data are available, the probabilities are

updated and many of the competing leaks can be discarded.

The only drawback is that if any of the leaks takes the posterior probability

value of 1 at any k, then all the remaining leaks take the 0 probability value,230

therefore preventing them to have a future value different from zero due to the

recursive application of (1). This drawback can be easily overcome by forcing all

probabilities to present a maximum value of, say, 0.99. When a leak li presents

the probability P (li | r(k)) > 0.99, we force it to be P (li | r(k)) = 0.99 and we

can force the remaining leaks to be P (ln | r(k)) = 1−0.99
N−1 , n = 1, ..., N, n 6= i.235

3.1.2. Time horizon

Finally, the result can additionally be improved if the diagnosis is performed

by applying the recursivity approach described above in a time horizon H.

In this case, the posterior probability can be computed on the basis of the H
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previous time samples, that is, to compute P (li | r(k)), we recursively can apply240

the following equation

P (li | r(k −H + n)) =

P (r(k −H + n) | li)P (li | r(k −H + n− 1))

P (r(k −H + n))
,

i = 1, ..., N, n = 1, ...,H

(3)

where an unprejudiced starting point may be P (li | r(k−H)) = 1
N , i = 1, ..., N .

3.2. Calibration of the probability density functions

In order to apply the methodology presented in the previous subsection, it

is needed to perform a previous off-line calibration task consisting in obtaining245

the joint probability density function for each leak class in the residual space,

P (r | li), i = 1, ..., N . With this aim, we generate a set of residual samples for

each leak class and we obtain the probability density function that best fits to

them.

3.2.1. Residuals probability density function250

The first step is to decide the probability family. The Law of Large Numbers

states that most situations lead to a Gaussian probability density function if the

number of samples is high enough. Several tests can be applied to the residual

samples in order to assess whether the residual samples are Gaussian distributed

or not. For instance, we can apply the well-known Kolmogorov-Smirnov [27] or255

the Anderson-Darling [28] tests, among others.

Fig. 3 shows an illustrative case where two-dimensional residual data for two

different leaks is fitted by means of Gaussian probability distributions. Data

for leak 1 is better adjusted because the cross-correlation between residuals r1

and r2 is taken into account. On the other hand, data for leak 2 is adjusted260

by assuming statistic independence between residuals r1 and r2 and therefore

the fitting is not so accurate. Note also that other probability distribution

families different from Gaussian could be used, including multimodal and non-

parametric distributions.
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Figure 3: Calibration for leaks 1 and 2.

3.2.2. Identification of overlapped nodes265

In practical situations, leaks in different nodes can provide very similar resid-

ual realizations that lead to very close, overlapped or even indistinguishable

probability density functions in the residual space. This is mainly due to the

sensor location and performance. It must be noticed that a really limited num-

ber of installed sensors is frequent and that these sensors are not located in the270

optimal places.

In these cases, the diagnosis procedure is more difficult and ends up with

a result that indicates that the leak is associated to a certain group of nodes

whereas the particular node is not completely isolated. See for instance the

illustrative Fig. 4. In a network with 31 nodes, a leak in the node 1 has taken275

place at k = 25. The figure shows how the method has triggered not only the

probability of node 1, but also the probabilities of nodes 2 and 3, assigning a

value around 1/3 to each of them three. This is due to the fact that all three

nodes are located in a peripherial brach of the network, far away the nearest

sensor. The method has properly detected the area where the leak is but it280

cannot clearly distinguish which is the leaking node.

However, given the residual samples, it is possible to identify a priori which

nodes will be overlapped. For instance, we can perform a minimal statistical en-

ergy test to the residual samples. This is a non-parametric test which compares
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Figure 4: Probability for the leaks 1, 2 and 3.

multidimensional data from two samples using a measure based on statistical285

energy [29].

If the test statistic ϕ is negative, the two samples are closely distributed,

being ϕ = −∞ the case where they come from exactly the same distribution.

Different values of ϕ can be associated to different degrees of similarity. Inter-

estingly, the posterior probabilities obtained by the Bayesian method proposed290

here identify the same groups of nodes, confirming thus the validity of the sta-

tistical energy test.

In order to improve the distance between the probability density functions

of the overlapped nodes, a filtering of the residual samples can be performed

before applying the proposed Bayesian diagnosis procedure. For instance, the295

mean value of all the hourly measurements can be obtained (see the case studies

section).

4. Case studies

In order to assess the performance of the proposed methodology, two case

studies of based on DMAs of increasing size and complexity, Hanoi and Nova300

Icària, are presented in this section.
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4.1. Hanoi case study

The proposed methodology has been first applied to the simplified model of

the Hanoi (Vietnam) DMA network, depicted in Fig. 5. This model consists

of one reservoir, 34 pipes and 31 nodes. Measurements of two inner pressure305

sensors placed in nodes 14 and 30 are available as considered in other works [8].

X coordinate [m]
-5000 0 5000 10000

Y
co
o
rd
in
a
te

[m
]

0

2000

4000

6000

8000

10000

1
23

4

56

7

8

9

101112 13 14

15

16

17

18

19 20
21

22

23

24
2526

27

28

2930

31

Reservoir

Node

Pipe

Figure 5: Hanoi topological network.

In order to analyze and illustrate the performance of the proposed method-

ology, four different studies have been carried out. In each one of the first three

studies, the individual effect of a given source of uncertainty is considered. In

the last study, all three sources of uncertainty are considered together. The310

particular conditions for each study are the following:

• Study 1 (Leak magnitude uncertainty): In this study, it is asumed that

the leak magnitudes can vary inside a given range and that their precise

values are unknown. Hence, for each node, leaks in the range between

[25,75] [l/s] (0.84 and 2.51 % of the average value of total amount of water315

demanded, which is 2991.1 [l/s]) are simulated. On the other hand, it is

assumed that the nodal demands are perfectly known and that there are

not measurement noises.

• Study 2 (Noise in pressure measurements): It is assumed that pressure

measurements are corrupted by a uniform zero-mean noise with an am-320
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plitude of ±5 % of the mean value of all pressure residuals. It is assumed

that the leak magnitude is fixed to a nominal value and that the nodal

demands are known.

• Study 3 (Demand uncertainty): It is considered that the nodal demands

are not perfectly known. In particular, an uncertainty of ±10 % of the325

nominal nodal demand at each node is considered. It is assumed that the

leak magnitude is fixed to a nominal value and that there is no noise in

the measurements.

• Study 4 (Realistic case): All three uncertainties previously defined are

considered to be simultaneously acting on the DMA.330

For each study, two complete data sets have been generated for each node

(potential leak location), one for estimating the associated probability density

function and the other one for testing the leak localization performance. Each

set used for testing, associated to a leak in a given node, is called a leak scenario.

The variables conforming the data are the input flow d̃DMA and the two residuals335

r1 and r2 associated to pressure measurements in nodes 14 and 30, respectively.

The sampling time used to simulate the network is 10 minutes, but hourly

average values of variables are used as the result of filtering sensor data in order

to improve the leak localization performance. Different daily inner flow patterns

have been simulated such as the one depicted in Fig. 6. The distribution of340

the global pattern demand in all demand nodes has been considered fixed and

known although uncertainty is added for the Studies 3 and 4 as it is proposed

in [30]. Pressure residuals are obtained by means of a WDN simulator (Epanet

model of the network), following the scheme presented in Fig. 2. For example,

Fig. 7 shows the residuals obtained for the Study 4.345

4.1.1. Calibration

In order to determine whether the three classifier inputs (r1, r2 and d̃DMA)

can be fit into a Gaussian distribution, a one-dimension Kolmogorov-Smirnov

test on a training data set of 480 samples (for each of the 31 leak nodes) has been
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performed. As a result, the three inputs can be considered Gaussian distributed350

for a significance level of 3%.

Once the 31 Gaussian distribution functions have been calibrated, a mini-

mal statistical energy test has been applied to these Gaussian distributions in

order to determine the distance between them and consequently detect possible

overlapped nodes. In the considered case study, the statistic ϕ takes the value355

−∞ for the combinations of nodes 9-10-11-12 and 20-21-22. This indicates that

the nodes 9, 10, 11 and 12 present exactly the same probability distribution

and thus they cannot be distinguished in the subsequent diagnosis procedure.
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And the same conclusion applies for the group 20-21-22. The existence of these

two undistinguishable groups is due to the topology of the network and the360

sensor geographical distribution. Additionally, values of ϕ different from −∞

could be used to a priori estimate which nodes, even though not belonging

to an undistinguishable group, would be more difficult to separate. For in-

stance, and for the available measurement data, nodes 5 and 6 would be the

more difficult to isolate since they produce the largest ϕ value different from365

−∞ (ϕ5,6 = −0.02205); hereafter the group 5, 6, 7 and 8 would be difficult

to separate between them (ϕ6,7 = −0.02119, ϕ7,8 = −0.02142,) and from the

9-10-11-12 group (ϕ8,9 = ϕ8,10 = ϕ8,11 = ϕ8,12 = −0.02163,...). The different

degrees of overlapping detected are, again, explained by the network topology

and the sensor geographical distribution.370

4.1.2. Results

A set of 1000 samples for every leak scenario has been used for testing

purposes. The results obtained by the proposed method considering different

time horizons, H = 1, ..., 24 hours, where hourly values are obtained as the

average values of the last six sensor measurements (obtained at a 10 minutes375

sampling rate), have been compared with the ones obtained using the angle

method proposed in [18] and with the k-NN method presented in [31]. For the

angle method, a different sensitivity matrix for each hour of the day has been

considered. For the k-NN method, the value used for k is three, the Euclidean

distance is used as metric, and the range of the third attribute (flow) is reduced380

to a similar scale of the other two attributes by dividing all the values by the

maximum flow value divided by three.

The results for each considered study, working with H = 1 and H = 24,

obtained by using each of the three methods are summarized in Table 1. The

values in the table indicate the % of well classified leak locations (the highest385

posterior probability corresponds to the correct hypothesis) defined as “Accu-

racy”. On the other hand, the evolution of the performance with the time

horizon H considering all the uncertainties (Study 4) is depicted in Fig. 8 and
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Table 1: Accuracy results in Hanoi DMA network.

Study
H = 1 H = 24

Bayes k-NN Angle Bayes k-NN Angle

Leak uncertainty 99.87 92.57 85.82 100 96.26 93.81

Noise in measurements 98.47 93.86 84.29 99.88 99.39 89.95

Demand uncertainty 68.42 63.41 61.23 92.92 81.24 78.92

All together 63.35 55.78 56.94 91.59 81.47 76.13

in Fig. 9. In the first of these figures, the performance is presented in terms of

the already defined accuracy, while in the second figure the performace indica-390

tor “Average Topological Distance”, which is defined as the average value of the

minimum distance in nodes between the node with highest posterior probability

and the node with the real leak, is shown.
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Figure 8: Accuracy results in a time horizon in Hanoi network.

As it can be concluded from the presented results, the performances provided

by the proposed method are better in all the studied uncertainty scenarios than395

the ones provided by the angle and k-NN methods. On the other hand, as it was

expected, the performance of all methods improves with the increase of available

data (increase of time horizon H). Additionally, Fig. 10 and Fig. 11 show the

evolution with the time horizon H of the leak location (posterior probabilities)
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Figure 9: Average topological distance results in a time horizon in Hanoi network.
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Figure 10: Posterior probabilities evolution of hypothesis 14, 15 and 16 in node 15 leak

scenario.

provided by the proposed method in two leak scenarios. In the first scenario400

(leak in node 15) the leak is correctly located in one time instant (H = 1). How-

ever, in the second leak scenario (leak in node 8) there is a competition between

the correct node and some slightly overlapped nodes according to the minimal

statistical energy test described in Section 4.1.1. Therefore, some samples are

required to provide a correct leak localization in this scenario.405
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Figure 11: Posterior probabilities evolution of hypothesis 7, 8 and 9 in node 8 leak scenario.

4.2. Nova Icària case study

The Nova Icària network, shown in Fig. 12, is one of the DMAs of the

Barcelona WDN. This network consists of 1520 nodes, 1664 pipes, two reservoirs

and two Pressure Reducing Valves (PRVs), each one located after the reservoirs

with the aim of maintaining a certain pressure control level. Measurements410

of five pressure sensors (the pressure transducers used are the IMP-S-004-010S

model1 with a resolution of 0.1 mH2O) installed in nodes 3, 4, 5, 6 and 7 (high-

lighted in Fig. 12), measurement of the flow of the network entering the DMA

and the set points for the PRVs are available every 10 minutes using the logger

MultiLogS GSM/SMS2 device. As in the previous case study, for all the mea-415

sured variables, the average value of the six samples available each hour is used

for leak localization purposes. Single leak scenarios have been considered in the

1520 nodes.

For this case study, real data collected both under normal operation condi-

tions and under the presence of a real leak and provided by the water company420

have been used. The leak was created by the water company that operates the

1http://www.impress-sensors.co.uk/products/sensor-products/pressure-

measurement/industrial-pressure-transducers-transmitters/standard-range-pressure-

transmitter/imp-industrial-pressure-transmitter.html
2http://hinco.com.au/shop/type/data-loggers/multilog/
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Figure 12: Nova Icària DMA topological network.

network by opening a fire hydrant. The experiment took place on December 20,

2012 at 00:30 hour and lasted around 30 hours with a leak size about 5.6 [l/s],

being the total demand of water in the range between 23.5 and 78 [l/s] approx-

imately. For more details see [17]. Moreover, real sensor data for the network425

in a normal operation scenario of five days before the leak scenario was also

provided. The relevant data used to perform the leak localization is shown in

different figures: Fig. 13 shows the DMA input flow; Fig. 14 show the pressure

references for the two input valves; and, finally, Fig. 15 shows the measurements

provided by the five internal pressure sensors. In all these figures, the red line430

indicates the time instant where the leak is introduced. Finally, an accurate

Epanet model of the Network and node demand estimations was provided as

well.

The discrepancy between the leak-free real pressure measurements and the

pressures provided by the hydraulic model have been used to extract the real435

uncertainty of the system. This discrepancy and the simulation of a nominal

leak of 5.6 [l/s] have been used to calibrate the Gaussian probability distribution

functions of the 1520 nodes.

Once the distribution functions have been calibrated, the proposed method

has been applied to the data of the real leak scenario. The obtained results are440

graphically shown in Fig. 16. The real leak was introduced in node 996 (red dot
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Figure 13: Nova Icària flow measurements under nominal conditions (before red line) and

faulty conditions (after red line).
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Figure 14: Nova Icària PRVs set point values under nominal conditions (before red line) and

faulty conditions (after red line).

in Fig. 16) and the Bayesian classifier provided in one day time horizon (H = 24)

the node 403 (blue dot) as the candidate with highest posterior probability. The

topological distance between the two nodes is 10 (265.0 meters of pipe) and the

linear geometric distance is 183.2 meters. Additionally, for comparison purposes,445

the correlation method described in [17] and the k-NN method presented in

[31] have been also applied to the defined leak scenario. For the correlation

method, the selected candidate is node 1036 (green dot in Fig. 16), which is

at a topological distance of 17 nodes (433.4 meters of pipe) and at a linear
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Figure 15: Nova Icària pressure measurements under nominal conditions (before red line) and

faulty conditions (after red line).

geometric distance of 222.0 meters from the real leaky node. For the k-NN450

method, node 3 is selected as node candidate, at a topological distance of 13

nodes (390.8 meters of pipe) and a linear geometric distance of 184.0 meters from

the real leak location. For both cases, the obtained results are worse (according

to the three computed distances) than the provided by the proposed method.

5. Conclusion455

In this paper, a methodology for leak localization in water distribution net-

works has been proposed. The methodology relies on the computation of pres-

sure residuals according to a network hydraulic model and their analysis by a

Bayesian classifier. In a first off-line stage, the network model is simulated under

different uncertainty conditions to obtain residual data for each potential leak460
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Figure 16: Nova Icària leak location.

location (each network node). Then this data is used to calibrate probability

density functions. Additionally, a study of the possible overlapped probability

density functions based on the minimal statistic energy test is also proposed.

In the on-line stage, a Bayesian classifier provides the time-dependent posterior

probability of every possible leak. The effect of the time horizon in the decision465

has also been studied.

The performance of the proposed method has been tested in the Hanoi DMA

network in different scenarios of uncertainty and in the Nova Icària DMA net-

work in a real leak scenario. Moreover, the obtained performance has been

compared with the performance provided by two other state-of-the-art methods470

and an improvement has been observed.

As future work, a method for sensor placement adapted to the leak location

methodology proposed in this paper is being considered.
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