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Abstract

This paper presents a sensor placement approach for classi�er-based leak
localization in water distribution networks. The proposed method is based
on a hybrid feature selection algorithm that combines the use of a �lter based
on relevancy and redundancy with a wrapper based on genetic algorithms.
This algorithm is applied to data generated by hydraulic simulation of the
considered water distribution network and it determines the optimal location
of a prespeci�ed number of pressure sensors to be used by a leak localization
method based on pressure models and classi�ers proposed in previous works
by the authors. The method is applied to a small-size simpli�ed network
(Hanoi) to better analyze its computational performance and to a medium-
size network (Limassol) to demonstrate its applicability to larger real-size
networks.
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1. Introduction

Water Distribution Networks (WDNs) are critical infrastructures that
need to be monitored to guarantee their satisfactory operation. One of the
most common and critical issues to monitor and deal with are water leaks,
which are account up to 30 % of the total amount of extracted water [1].

Water utilities have the common practice to divide the WDN into small
and non-connected areas, called District Metered Areas (DMAs), to allow a
better leak monitoring and pressure control, where the inlets are monitored
with �ow and pressure sensors and also a few pressure sensors are placed
inside. Leak localization methods rely on the use of measurements provided
by a set of installed sensors. Pressure sensors are normally preferred over
�ow sensors because they are cheaper and easier to install and maintain.

Several leak localization methods have been proposed in the literature,
such as transient analysis, parameter estimation techniques, leak sensitiv-
ity analysis, mass-balance and linear programming algorithms [2], statistical
interval estimation [3] and arti�cial intelligence based methods. Arti�cial
intelligence techniques seem to be suitable tools to use since the problem to
be solved presents several types of uncertainties. For instance, in [4] genetic
algorithms are proposed to solve an optimization problem for simultaneously
quantifying and locating water losses. In [5], a method based on the use of
Support Vector Machines (SVM) is proposed that analyzes data obtained by
a set of pressure control sensors of a pipeline network to locate and com-
pute the size of a possible leak present in a WDN. More recently, the use
of k-Nearest Neighbors (k-NN), Bayesian and neuro-fuzzy classi�ers for leak
localization purposes has been proposed in [6], [7] and [8].

Even for pressure sensors and due to budget constraints, the number of
sensors that can be installed in practice is really limited. In this situation,
the problem of sensor placement, i.e. the determination of the best locations
inside the network to install the limited number of allowed sensors, is of
utmost importance. Sensor placement in WDN was initially focus on water
quality monitoring and it is still an active area of research [9, 10, 11] but
in the last years some sensor placement methodologies for leak localization
purposes have been proposed. Examples of these sensor placement methods
are presented in [12], where an e�cient branch and bound search is used, in
[13, 14], where GAs are used, and in [15], where a prior clustering process
is applied. In general, a given sensor placement method is designed for a
particular leak localization method, since there is not a unique optimal set
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of sensors for a given network (a set of sensors can be optimal for a given
leak localization method but not for a di�erent one).

In previous works [6], [7], the authors have proposed a framework for leak
localization based on computing pressure residuals, i.e. di�erences between
measurements provided by installed sensors and estimations computed from
a normal-operation model of the network, and analyzing them by a classi�er.
In particular, the use of the k-NN classi�er is presented in [6], whereas the
use of a Bayesian classi�er is proposed in [7]. In these works, it is assumed
that there exist a small number of pressure sensors that are already installed
in some internal nodes of the network. In this paper, it is assumed that the
number of pressure sensors to install is given and the aim is to determine
their optimal locations, i.e. the ones that maximize the leak localization
performances obtained when the framework proposed in [6] and [7] is applied.

In this work, the problem of sensor placement is formulated as a Feature
Selection (FS) problem. Feature (or variable/attribute) selection techniques
[16] are used to identify a subset of relevant variables in a data set, regarding
its use to build a model with a given purpose, for instance a classi�er. With-
ing the framework proposed in [6] and [7], the main idea is to generate, using
a hydraulic simulation of the considered WDN, a complete data set contain-
ing all the potential residuals associated to the network nodes and apply a
FS algorithm that determines the ones that after training the classi�er will
provide the best leak localization results.

There are four main categories of FS techniques recognized in the liter-
ature [17, 18]: �lter based methods, wrapper methods, embedded methods
and, �nally, hybrid methods, i.e. combination of �lters with wrappers. The
methods of the �rst type, �lter based methods [19], directly work with the
data, without interacting in any way with the model to be built. Hence, in-
dividual features or feature sets are evaluated according to some metrics that
are assumed to be fast to compute. Some of the most common indicators
are the relevance, i.e, the information contained in a given feature (according
to the �nal application) [16, 20], and the redundancy, i.e. how much of the
information in a given feature is repeated in others [21, 22]. Many existing
�lter methods combine these two indicators [23, 24]. The main advantage of
this type of methods is their low computational cost, while the main draw-
back is that the selection does not take into account the posterior use of the
data by the model. The second type of methods, wrapper methods [20], build
and use the model to score selected feature subsets that are generated within
the framework of an heuristic search. Some methods in this category are
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based on the use of Genetic Algorithms (GAs) [25] and on Particle Swarm
Optimization (PSO) methods [26], among others. Due to the search and to
the fact that a new model has to be trained (build) for each subset, these
methods are computationally demanding, but they usually provide the best
results for the particular type of model used. Embedded methods are the
third type of methods, and they combine the use of the model that ranks
the features in a priority order to be selected. In this group, there are tech-
niques such as Backward Feature Selection (BFS) [16], Random Forest (RF)
[27] and, in general, Evolutionary Algorithms (EA) [28]. Finally, the most
recent approaches are the hybrid methods, which typically combine a �lter
that reduces the initial number of features with a wrapper that provides an
additional re�nement [29, 30, 31]. The latter approach is considered in the
present work due to the obtained good compromise between optimality and
computation time.

According to the previous discussion, the contribution of this paper is the
proposal of a sensor placement approach for classi�er-based leak localization
in water distribution networks that uses a particular hybrid feature selection
algorithm, designed to reduce the computation time (for real WDNs with
thousands of nodes the required computation time could be days or even
weeks) while maintainig the (sub)optimality of the obtained results.

The rest of the paper is organized as follows. Section 2 presents the
background, reviewing the architecture and methodology for leak localization
based on pressure residuals and classi�ers originally presented in [6] and [7].
Section 3 presents the formulation of the sensor placement problem as a
feature selection problem. Section 4 details the proposed feature selection
algorithm, which implements a hybrid method that uses a �lter based on
relevancy and redundancy/distance indicators and a wrapper based on a
genetic algorithm. Section 5 presents the application of the proposed method
to two networks of small and medium size: the simpli�ed Hanoi WDN and a
DMA of the Limassol WDN. Finally, Section 6 draws the main conclusions
of the work.

Nomenclature

The names for the main variables and parameters used through the paper
are summarized in Tables 1 and 2.
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Table 1: Nomenclature for physical variables.

nn number of consumer nodes
d̃WDN measured global demand
di, d̂i and d̄i actual, estimated and generated demand in node i
c, c̃ and c̄ actual, measured and generated boundary conditions
p̃ and p̂ measured and estimated inner pressures
li, l̂i and l̄i actual, estimated and generated leaks at node i
v and v̄ actual and generated noises

Table 2: Nomenclature for classi�ers and feature selection.

nc number of classes of each feature
nf and n(R)

f original and reduced number of features
ns number of features to be selected (inner pressure sensors to be installed)
nb number of �xed additional features (measured boundary conditions)
mT and mV number of instances (examples) in each class

in the training and validation data sets
F and F(R) original and reduced features space
T and T(R) original and reduced training data set
V and V(R) original and reduced validation data set
Γ confusion matrix
D topological distance matrix
Φ and Φ(B) original and binarized feature distance matrix
α average value of the Φ matrix except the diagonal values
σ user de�ned threshold
γ user de�ned threshold
Λ average training matrix
ps population size
ec elite count parameter
tol �tness function tolerance
maxg maximum number of generations
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2. Background: Leak localization based on pressure residuals and

classi�er

2.1. Architecture and operation

In a previous work [32], the authors proposed an on-line leak localization
method that relies on the scheme depicted in Fig. 1, based on computing
pressure residuals and analyzing them by means of a classi�er. Residuals are
computed as the di�erences between the measurements provided by pressure
sensors installed inside the DMA and estimations provided by a hydraulic
model simulated under leak-free conditions. The WDN model is built using
a hydraulic simulator such as Epanet and it is assumed to be able, after the
corresponding calibration process using real data, to represent accurately the
WDN behavior. However, in practice, nodal demands (d1, · · · , dnn) are not
measured, except for some particular consumers where Automatic Metering
Readers (AMRs) are available. So, it must be noted that the model is fed in-
stead with estimated water demands (d̂1, · · · , d̂nn), typically obtained by the
total measured DMA demand d̃WDN and distributed at nodal level according
to historical consumption records in the nodes. Hence, the residuals are not
only sensitive to leaks but also to di�erences between the real demands and
their estimated values. Additionally, pressure measurements are subject to
the e�ect of sensor noise v and this also a�ects the residuals. Taking all of
these e�ects into account, the classi�er must be able to locate the real leak
present in the DMA, which can be located in any node (it is considered that
the leaks can only be located in the nodes, and only one at a time) and with
any (unknown) magnitude, while being robust to the demand uncertainty
and the measurement noise. Finally, it must be noted that the operation of
the network is constrained by some boundary conditions c̃ (for instance the
position of internal valves and reservoir pressures and �ows) that are known
(measured). These conditions are taken into account in the simulation and
can also be used as inputs for the classi�er.

2.2. Data generation

The application of the architecture described above (Fig. 1) relies on
an o�-line work whose main goal is to train and validate a classi�er able to
distinguish the potential leaks under the described uncertainty conditions.
In this process, the data generation stage is critical. Since the data available
from the real monitored WDN can be really limited, the way to obtain a
complete training data set is by using a hydraulic simulator. Hence, training
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Figure 1: Leak localization scheme.

(and also validation and testing) data are generated by applying the scheme
depicted in Fig. 2, similar to the one presented in Fig. 1 but with the main
di�erence of substituting the real WDN by a model that allows to simulate
the WDN not only in normal operation but also in presence of leaks.
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The presented scheme is used to:

• Generate data for all possible leak locations, i.e. for all the di�erent
nodes in the WDN (l̄i, i = 1, 2, ..., nn).

• Generate data for di�erent leak magnitudes inside a given range (l̄i ∈
[l−i , l

+
i ]), for each possible leak location.

• Generate sequences of demands (d̄1, ..., d̄nn) and boundary conditions
c̄ that correspond to realistic typical daily demand evolution in each
node.

• Simulate di�erences between the real demands and the estimations
computed by the demand estimation module

(
(d̄1, ..., d̄nn) 6= (d̂1, ..., d̂nn)

)
.

• Take into account the measurement noise in pressure sensors, by gen-
erating synthetic Gaussian noise (v̄).

Taken into account the goal of this paper, it must be highlighted that the
models compute the internal pressures in all the network nodes and that the
presented data generation scheme allows generating a complete data set that
can be analyzed to determine which pressure measurements are more useful
for leak localization purposes.

2.3. Classi�er evaluation

To evaluate the trained classi�er, the confusion matrix Γ can be com-
puted, which summarizes the results obtained when the classi�er is applied
to a validation (or testing) data set. Applied to the leak localization prob-
lem and using the associated terminology, the confusion matrix is a square
matrix with as many rows and columns as classes in the classi�er, which is
equal to the number of nodes in the network (potential leak locations), where
each coe�cient Γi,j indicates how many times a leak in node i is recognized
as a leak in node j. Table 3 illustrates the concept of the confusion matrix
applied to leak localization.

In case of a perfect classi�cation, the confusion matrix should be diagonal,
with Γi,i = mV , for all i = 1, · · · , nc being mV the size of the validation data
set (number of examples in each class) and nc the number of classes. In
our case, according to the previous section, the number of classes nc is the
number of places of the WDN where a leak is considered, i.e. the number of
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Table 3: Confusion matrix Γ

l̂1 · · · l̂i · · · l̂nc

l1 Γ1,1 · · · Γ1,i · · · Γ1,nc

...
...

...
...

...
...

li Γi,1 · · · Γi,i · · · Γi,nc

...
...

...
...

...
...

lnc Γnc,1 · · · Γnc,i · · · Γnc,nc

network nodes nn. But this number could be changed for example removing
the data from nodes that are very close to others and reducing the number
of potential leaks (classes).

In practice, non-zero coe�cients will appear outside the main diagonal of
matrix Γ. For a leak in node i, the coe�cient Γi,i indicates the number of
times that the leak li is correctly identi�ed as l̂i, while

∑nc

j=1 Γi,j−Γi,i indicates
the number of times that it is wrongly classi�ed. The overall accuracy Ac of
the classi�er is de�ned as

Ac =

∑nc

i=1 Γi,i∑nc

i=1

∑nc

j=1 Γi,j

(1)

Since the accuracy value (1) only provides a reference of the classi�cation
goodness and not how good it is the leak localization, the Average Topological
Distance (ATD) is the indicator used to assess the overall performance. The
ATD is the average value of the the minimum distance in nodes between the
node with the leak and the node candidate proposed by the leak localization
method. The ATD is computed as follows

ATD =

∑nc

i=1

∑nc

j=1 Γi,jDi,j∑nc

i=1

∑nc

j=1 Γi,j

(2)

where D is a symmetric square matrix with size nc such that each element
Di,j contains the minimum topological distance in nodes between the nodes
referred by i and j.

3. Sensor placement problem as a feature selection problem

The objective of this work is to develop an approach to place a given
number of inner pressure sensors, ns, in a DMA of a WDN in order to obtain
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a sensor con�guration with a maximized leak isolability performance when
using the leak localization method presented in the previous section. This
problem can be recast into a feature selection (also known as variable or at-
tribute selection) problem. The solution of this problem aims at selecting a
subset of relevant and non-redundant features (variables) for use in the classi-
�er construction. A feature selection algorithm combines a search technique
for proposing new feature subsets, along with an evaluation measure which
scores the di�erent feature subsets. The simplest algorithm is to test each
possible subset of features �nding the one which minimizes the error rate.
However, this is an exhaustive search of the space that is computationally
intractable except for small feature sets.

To select a con�guration with ns sensors (features), the following binary
vector is de�ned

q =
(
q1, ..., qnf

)
(3)

where nf is the total number of features, qj = 1 if the pressure in the node j
is measured, and qj = 0 otherwise (i.e. the vector q indicates which sensors
are installed of all the possible ones). In this paper we will consider that
it is possible to place a sensor in all the nodes of the network, i.e. nf =
nn. But this number could be reduced to a subset of these possible places
determined by the WDN management company. Moreover the ns selected
features (pressure residuals of inner nodes), as was described in previous
section and as can be seen in Fig. 1, the classi�er is fed with the measured
boundary conditions of the network c̃ that will provide nb �xed additional
features.

In order to evaluate the quality of a feature selection regarding the leak
localization performance, the average topological distance index (2) will be
used. This performance index depends on the con�guration of features con-
sidered and it is parameterized in terms of the q vector (3) to determine the
best selection

ATD(q) =

∑nc

i=1

∑nc

j=1 Γi,j(q)Di,j∑nc

i=1

∑nc

j=1 Γi,j(q)
(4)

Based on the vector q and the performance index ATD(q), the feature
selection problem can be translated into an optimization problem formulated
as follows
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Figure 3: Hybrid feature selection scheme.

min
q

ATD(q)

s.t.

nf∑
j=1

qj = ns

(5)

where q is de�ned according to (3) and ns ∈ {1, ..., nf} is the given number
of sensors (features) to be selected.

4. Proposed solution: a hybrid feature selection algorithm

4.1. Overview

The proposed method is a hybrid approach with two di�erent stages that
are performed in a sequential way. First, an initial reduction of the di-
mension is performed by using a �lter based on evidences of the relevancy
and redundancy of the variables that additionally assesses information about
suitable/unsuitable pairs of combinations of features. Second, the subset of
features that remains after the �lter and the additional information is taken
into account by the proposed wrapper method, which is a genetic algorithm,
to tackle the combinatory problem and obtain a suboptimal feature selection.
The whole procedure is depicted in Fig. 3.
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4.2. Data format

The algorithms presented in the following subsections assume that the
data generated after the simulation of the network under di�erent conditions
(see Section 2.2) are organized in a particular way. Hence, both the training
T and validation V data matrices are three-dimensional matrices, as shown
in Fig. 4. The �rst dimension of those matrices is associated to the features,
i.e. to the nb boundary measurements and the nf pressure residuals computed
at the di�erent nodes of the network where pressure sensors can be installed.
The second dimension is associated to the classes (with size nc), i.e. to
the di�erent possible leak locations that are considered. Finally, the third
dimension is associated to the examples: for a �xed residual and a �xed
leak location, the third dimension collects residual values that are obtained
under di�erent leak sizes, node demand estimations, noise realizations and
at di�erent time instants. The length of this last dimension will be denoted
as mT and mV for training and validation matrices.

4.3. Filtering

With the aim of reducing the computational load of the wrapper, an
initial reduction of the nf dimension of the original feature space F of in-
ner pressure residuals is applied. This dimensionality reduction is based on
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a relevance/redundancy-based �lter that removes the most irrelevant and
similar features. This reduction increases the performance of the proposed
wrapper strategy which is based on the use of genetic algorithms. The pro-
posed �lter is based on the Fast Correlation-Based Filter (FCBF) presented
in [23], where �rst the features are ranked based on their relevance and then
a sequential procedure to remove the redundant (and less relevant) features
is performed.

4.3.1. Relevance metric

Relevance is associated to the information that a given feature possesses
according to the �nal problem to be solved. For classi�cation problems,
relevance is associated with the variability of the feature across the classes.
Hence, in order to compute the relevance of each feature, the average training
matrix Λ with size nf×nc and associated to inner pressure residuals is de�ned
with features as rows and classes as columns,

Λi,j =
1

mT

mT∑
a=1

T(nb+i),j,a i = 1, ..., nf j = 1, ..., nc (6)

where T(nb+i),j,a are the elements of the training matrix T associated to inner
pressure residuals, obtained as described in Section 2.2, with size (nb +nf )×
nc ×mT where all the instances are stored with features as rows, classes as
columns and di�erent instances (examples) in the third dimension.

It is considered that an indirect measure of the relevance of each feature,
Rz for z = 1, ..., nf , can be computed as follows

Rz =
2

n2
c − nc

nc−1∑
i=1

nc∑
j=i+1

(Λz,i − Λz,j)
2 (7)

4.3.2. Redundancy metric

As an indirect measure of the redundancy of F, the similitude or proximity
degree between each pair of features is used. In [33], it was proposed to use
row vectors of the leak sensitivity matrix to measure the similitude between
the behaviour of two inner pressure sensors in the presence of the di�erent
leak scenarios. In this work, we propose to use the 2-norm between the
average values of each possible pair of features. Then, considering the row
vectors of the matrix Λ
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Λ =

 λ1
...

λnf

 (8)

where

λi = (Λi,1, ...,Λi,nc) i = 1, ..., nf , (9)

a feature distance matrix Φ can be de�ned such that its components store
the measure of the redundancy between each pair of features i and j and are
computed as

Φi,j = ‖λi − λj‖2 ∀i = 1, ..., nf and j = 1, ..., nf (10)

Matrix Φ is a symmetric square matrix of dimension nf where all the diagonal
elements are 0, thus indicating that each feature presents zero distance to
itself, in other words, each feature is totally redundant to itself.

4.3.3. Filtering process

The �ltering process starts by computing the relevance for all the features,
Rz, z = 1, ..., nf , according to (7). The computed values are introduced in
the relevance vector R and they are sorted in descending order in RR. On the
other hand, the feature distance matrix Φ, that stores the distance between
pairs of features is computed, according to (10).

The core of the algorithm is an iterative process that starts by consider-
ing the feature corresponding to the �rst value of RR, i.e. the most relevant
feature. This feature is �rst compared in terms of similitude with the next
feature in the relevance ranking. Taking into account the associated coe�-
cient in Φ and a user de�ned threshold γ, if the distance between the two
considered features is lower than the threshold then the second (and less
relevant) feature is removed from the feature space F. The comparison and
elimination process is repeated until the most relevant feature has been com-
pared with all the other features in the list. And the whole process already
applied to the �rst feature is repeated for the rest of features in the list. At
the end, the feature space with the remaining features F(R) is obtained, being
its dimension n(R)

f .
Finally, the �ltering process ends with the computation of a matrix that

will be used in the wrapper stage. According to a new user de�ned threshold
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σ, a binary square matrix Φ(B) of dimension n
(R)
f is de�ned. This matrix

collects the information of which pairs of features of the remaining n(R)
f fea-

tures after the �ltering stage are suitable to be combined or not in the same
potential feature selection group in the wrapping stage according their dis-
similarity. The components of this matrix are computed as

Φ
(B)
i,j =

{
0, if |Φi′,j′ | < σ
1, if |Φi′,j′ | ≥ σ

(11)

where the indices i and j are related with the indices i′ and j′ with a mapping
function that maps the features of F(R) in the features of the original feature
space F.

Notice that σ has to be bigger than γ to have an impact on the wrapper
because pairs of features with feature distance smaller than γ are removed
in the �ltering stage. Both values for γ and σ can be expressed in a relative
way with respect to the average of the coe�cients of Φ outside the main
diagonal, denoted as α and computed as

α =
2

n2
c − nc

nc−1∑
i=1

nc∑
j=i+1

Φi,j (12)

The whole �lter process is summarized in Algorithm 1.

4.4. Wrapper search

The wrapper used in the second stage of the hybrid feature selection
proposed in this paper is a genetic algorithm (GA).

GA provide an optimization engine based on the genetic evolution, where
starting from a seed population (�rst generation) with a �xed population
size ps, each member of the population is evaluated according to a �tness (or
objective) function and ranked. The best ones (their number is determined
by the elite count parameter ec) survive to the next generation, and the
remaining members of the new generation (until the ps number) are members
derived from the ones that have survived. The process is repeated until one
of the stopping criteria is accomplished, for instance, the maximum number
of generations maxg is reached, or no best member has been found from one
generation to the next (i.e., the di�erence is less than a tolerance tol).

The members of the �rst generation of population are randomly created
by the GA with the speci�ed population size ps and then evaluated to select
the best ones. The next generation of population is obtained from the elite
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Algorithm 1 Relevance and redundancy/distance �lter.

Require: A features space F and their size nf , a training matrix T, the
number of classes nc of each feature, the number of instances in each
class mT in the training matrix and the user de�ned thresholds γ and σ.

Ensure: Remove the redundant (and less relevant) features below γ.
1: for i = 1, · · · , nc do

2: for j = 1, · · · , nc do

3: Λi,j = 1
mT

∑mT

a=1 T(nb+i),j,a

4: end for

5: end for

6: for z = 1, · · · , nf do

7: Rz = 2
n2
c−nc

∑nc−1
i=1

∑nc

j=i+1 (Λz,i − Λz,j)
2

8: end for

9: Rank in RR the features according to their position in R.
10: for i = 1, · · · , nf do

11: for j = 1, · · · , nf do

12: Φi,j = ‖λi − λj‖2

13: end for

14: end for

15: for i = 1, · · · , nf do

16: if RR,i ≥ 0 then

17: for j = i+ 1, · · · , nf do

18: if Φi,j < γ and RR,j ≥ 0 then

19: RR,j = −1
20: end if

21: end for

22: end if

23: end for

24: Removed all the features from the space F with negative argument in RR

to create the new reduced space F(R) with n(R)
f number of features. Also

create, using σ and (11), the binarized feature distance matrix Φ(B).
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members of the previous one, which directly pass from one generation to the
next, and a number of �lling members created by a pool onto the former
best members. These �lling members are identi�ed by means of a bit string
and are chosen by a tournament selection (which has a default value of 2 in
Matlab) with the application of Laplace crossover (fusion of two members by
swapping parts of their bit strings, Matlab default value of 0.8) and power
mutation (when a bit in the string that de�ne the members is changed, Mat-
lab default value of 0.1) with a truncation process to ensure integer members.
For further details see [34].

Two modi�cations have been included into the basic GA scheme to in-
crease its speed. On the one hand, the information of the objective function
is stored in the case that the members that appeared earlier appear again.
In such a case the stored value is retrieved instead of calculating the �tness
function again (as proposed in [35]). On the other hand, the matrix Φ(B)

is used to avoid �tness functions calculations. Hence, when a combination
contains a not allowed pair of features, the worst value is directly assigned
without the computation of the �tness function.

A new training matrix T(R) is built by removing the features discarded
by the �lter. This matrix has dimension (nb + n

(R)
f )× nc ×mT . In a similar

way, a new validation matrix V(R) of (nb + n
(R)
f ) × nc × mV dimension is

created, where mV is the number of instances of each class in the validation
data set.

The pseudo-code of the algorithm is shown in Algorithm 2. First, the
GA is initialized by adjusting the tuning parameters (line 1) which include
the population size ps, the bit string type population, the elite count ec to
maintain members between iterations, the tolerance tol and the maximum
number of generations maxg to stop the optimization. Then, the constraints
of the optimization variables are de�ned (line 2), which include the number
of features to select ns.

After that, the GA optimization process runs as an iterative process (lines
4 to 24), where the �rst step is to create the generation of members (I ma-
trix) to be evaluated (line 6) and then evaluate them all (lines 7 to 22).
Firstly, the algorithm checks (function GetUsed()) if the member (q vector)
is new or repeated (line 9). If the combination is repeated the stored �tness
value is retrieved (function GetATD()) (line 20) instead of computing the
�tness function again, and the member evaluation �nalizes, otherwise the
process continues. The next step in the process is to check if the member is
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an allowed combination of features according to the Φ(B) matrix (function
CheckCombinations()) (line 10). If the combination is not allowed, then the
�tness value is set to the worst result (line 17) and the member evaluation
�nalizes; otherwise, if it is allowed, then the process continues.

To perform the evaluation itself, �rst the classi�er is created by using the
training matrix T(R) (line 11) where the q vector is used to select the adequate
columns, and the confusion matrix Γ is obtained by using the classi�er and
the validation matrix V(R) (line 12). Then, the �tness indicator is computed
from the confusion matrix (line 13), the member is set to used (function
SetUsed()) (line 14) and the �tness value is stored (function SetATD()) (line
15).

Finally, the best member of the generation is evaluated against the past
ones, and it is checked if any of the required criteria to stop the optimization
is reached (line 23).

5. Case studies

In this section, the proposed feature selection algorithm is applied to
the sensor placement problem in two di�erent water distribution networks.
Firstly, it is applied to a simpli�ed version of the Hanoi (Vietnam) WDN that
allows to analyze the performance of the method by comparing the obtained
results and associated computing time to the reference values provided by
an exhaustive search. Second, the method is applied to a DMA of the Li-
massol (Cyprus) WDN, a medium-size network that is used to illustrate the
applicability of the method to medium real-size networks.

5.0.1. Bayesian Classi�cation

The sensor placement method proposed in this paper can be used for
any classi�er in the leak localization scheme of Fig. 1. Here, for illustration
purposes, we use the Bayesian classi�er proposed in [7]. This Bayesian clas-
si�er assumes that the distribution of each fault (leak location) is Gaussian
distributed, and dependence between residuals can exist (i.e. the covari-
ance matrix is not necessarily diagonal). To calculate the probabilities, the
Bayesian classi�er uses Probability Density Functions (PDFs) calibrated by
using the training data set T(R), where each leak location (li) has its own
PDF.

So, the leak probabilities at each node are obtained by combining the
observed residual r with the training data calibrated PDFs by means of the
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Algorithm 2 Sensor placement based on Genetic Algorithms.

Require: A training matrix T(R) and a validation matrix V(R). A feature
space F(R) and their size n(R)

f , the number of classes nc, the number of
features to select ns, the population size ps, the elite count parameter ec,
the �tness function tolerance tol, the maximum number of generations
allowed maxg, the distance matrix D and the reduced binarized matrix
Φ(B).

Ensure: A near-optimal sensors con�guration q with error index ATDmin.
1: init← InitVarGA(ps, ec, tol,maxg)

2: constraint← SetConstraints(n(R)
f )

3: Inputs: init, constraint, T(R), V(R), ps, nc, Φ(B).
4: while An optimization criterion is not reached do

5: GA based search:
6: Generate I matrix of size (ps × n(R)

f ) where each row is a member of a
generation from the space F(R).

7: for k = 1, · · · , ps do
8: qk ← Ik
9: if GetUsed(qk) = 0 then

10: if CheckCombinations(Φ(B), qk) = 1 then

11: Classi�er(qk)← Train(T(R)(qk))
12: Γ(qk)← Validate(Classi�er(qk),V(R)(qk))

13: ATD(qk)←
∑nc

i=1

∑nc
j=1 Γi,j(qk)Di,j∑nc

i=1

∑nc
j=1Γi,j(qk)

14: SetUsed(q(k))
15: SetATD(ATD(qk, qk)
16: else

17: ATD(qk) = 0
18: end if

19: else

20: ATD(qk) = GetATD(qk)
21: end if

22: end for

23: Find {q,ATDmin} such that
24: ATDmin = min

q
(ATD(q1, ...,ATD(qps)).

25: end while
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application of the Bayes rule as

P (li | r) =
P (r | li)P (li)

P (r)
, i = 1, ..., nn (13)

where P (li | r) is the posterior probability that the observed residual vector
r = (r1, · · · , rnf

, c̃1, · · · , c̃nb
)T is caused by the leak li, P (r | li) is the likeli-

hood of the observed residual r assuming that the actual leak is li, P (li) is
the prior probability for the leak li, and P (r) is a normalizing factor given
by the Total Probability Law, de�ned as

P (r) =
nn∑
i=1

P (r | li)P (li) (14)

The prior probabilities are considered equally probable, that is,

P (li) =
1

nn

, i = 1, ..., nn (15)

The resulting posterior probabilities provide the probability for each leak
li given the observed residual r. Then, the leak with highest posterior prob-
ability is the most probable leak and is considered the node candidate (i.e.
output of the classi�er).

5.1. Hanoi WDN case study

The �rst case study is based on the network depicted in Fig. 5, a simpli-
�cation of Hanoi city (Vietnam) WDN network with 31 nodes, 36 pipes and
one reservoir. One �ow sensor is placed in the inlet, and it is considered that
the suitable number of pressure sensors to place inside the network is two,
since that number o�ers an acceptable degree of leak isolation [13].

The considered sampling time for pressure measurements is 10 minutes,
since this is a common value in real SCADA (Supervisory, Control And Data
Acquisition) systems. Ten di�erent data sets are generated with the following
uncertainties created with uniformly distributed bounded random numbers
with the aim of generate realistic scenarios (for more details about how these
uncertainties are generated see [36]):

• Leak size in the range between 25 and 75 [l/s].

• Nodal demands with ±10 % of uncertainty of the nominal value.
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Figure 5: Hanoi DMA topological network.

• Noise in the measurements with a ±5 % of uncertainty of the average
value of all pressure residuals.

Also the daily pattern consumption used is extracted from a real network
(the average daily pattern consumption from several days is used) and scaled
to the size of this network. From this unique daily pattern consumption
±12.5 % uncertainty of the nominal value is added using bounded uniformly
distributed random numbers to obtain di�erent consumption daily patterns
like the ones depicted in Fig. 6.

A Bayesian classi�er is fed with the training matrix T(R) to calibrate
the PDFs, which are considered to have Gaussian distribution (as justi�ed
in [37]). Ten di�erent data sets (training and validation) are created to
evaluate the di�erent methods since the lower the data set size, the faster
the computation is. But, since the GAs need to be executed several times
to avoid local minima, changing the data set allows to avoid strange (due to
the outliers) data sets.

Each data set is split into a training and validation data subsets. The
training data subset consists in four days of data (96 samples for each class,
i.e. leak location) and the validation data subset consists in two days of data
(48 samples for each class). The training data subset is used in the �lter stage
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Figure 6: Example of a daily �ow consumption in Hanoi DMA network.

to generate the subset of features F(R) and in the wrapper stage to train the
classi�er for the current feature selection candidate. On the other hand, the
validation data subset is used to assess the performance (ATD value) of the
current feature selection candidate produced by the wrapper. To compare
the di�erent results obtained for the di�erent data sets, a unique testing data
set is used. This testing data set consists in 20 days of data (480 samples for
each class) and is used to calculate the ATD value showed in Tables 4, 5 and
6.

For the small Hanoi DMA network, the Exhaustive Search (ES) method
can be applied. The ES method guarantees the optimal solution by perform-
ing all the possible combinations among all the features, which is nf !

ns! (nf−ns)!
,

but usually this method is not suitable in terms of computational time. Given
the small size of the Hanoi DMA network, and the constraint of only two
sensors to be selected (ns=2) among 31 possible places where pressure sen-
sors can be installed (nf=31), the ES method can be applied because the(

31!
2! (31−2)!

)
= 465 possible combinations is a reasonable number to be eval-

uated exhaustively. The results obtained by the ES method are used to
compare the e�ciency of the �nal solution and computation time for the
proposed approach. On the other hand, a standalone wrapper method that
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Table 4: Results of the Exhaustive Search method in the Hanoi DMA network.

Data set Sensors Time ES ATD
1 14, 28 573 1.21
2 11, 28 570 1.24
3 10, 27 579 1.13
4 13, 27 569 1.09

5 13, 27 570 1.11
6 13, 27 573 1.13
7 13, 29 571 1.13
8 13, 27 573 1.15
9 13, 28 568 1.14
10 13, 28 563 1.13
Average - 571 1.15

only considers the proposed wrapper stage (Algorithm 2 without previous
�ltering nor the use of the matrix Φ(B)) will be applied to illustrate the ad-
vantages in the sensor placement performance of the proposed hybrid method
(�lter+wrapper).

The results for the ES method in the Hanoi DMA network are summa-
rized in Table 4, where the term �Sensors� refers to the selected node locations
where the inner pressure sensors will be placed, �ATD� is the average topo-
logical distance in [nodes] computed by (2) using the testing data set, and
�Time ES� is the time required to obtain the solution by the ES method in
[s]. Regarding the computing time, it must be remarked that all the compu-
tations summarized in this paper have been performed by using a PC with
an INTEL(R) CORE(TM) i7-4720HQ CPU @ 2.60 [GHz], 8 [GB] of RAM
memory and a Windows 10 Home 64 bits OS and using the MATLAB 2015a
software and the global optimization toolbox.

It can be noticed from Table 4 that di�erent data sets lead to di�erent
results, i.e. to di�erent pairs of selected sensors. This is due to the fact that
there are sets of close nodes for which the behavior in terms of pressure is
quite similar and due to the randomness of the data generation. Then, the
results for one data set can include a given feature/node while the results for
a di�erent data set can include a di�erent but close node. In Table 4, the
nodes that appear as �rst selected node for all the 10 data sets are nodes
10, 11, 13 and 14, which can be identi�ed as neighbors in Fig. 5. And the
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same happens with nodes 27, 28 and 29 that appear as second selected node.
The �nally selected sensors are the pair {13, 27}, highlighted in bold in the
table and obtained for the data set 4, because for this data set and this pair
of sensors the obtained ATD is the minimal one. It must be noticed that
the di�erent combinations have a very close performance and all of them
are good con�gurations to place the sensors, far better than the discarded
con�gurations.

In the next experiment, a simpli�ed version of the method that just im-
plements the proposed GA wrapper stage has been tested. The following
values have been used for the tunable GA parameters:

• Tolerance of tol = 10−6 to determine that the optimal value is reached.

• Population size ps = 5 (as it is shown in [38] that provides good results).

• Elite count of ec = 0.05ps, but at least one survives (which is the case
given the selected ps).

• The maximum number of generations is set to maxg = 50.

The obtained results are summarized in Table 5, where �Time SW� is the
time used by the standalone wrapper method to select the features in [s].
Comparing with the results obtained by exhaustive search (Table 4), it can
be highlighted that the selected sensors are the same pair {13, 27} and that
the average computing time is reduced from 571 to 60 seconds.

Finally, the proposed hybrid method has been tested. The values used
for the thresholds has been empirically chosen according to some previous
test and with the goal of banning some combinations but still allowing a
rich number of tested combinations, those are σ = α/2 and γ = α/4. The
obtained results are summarized in Table 6. In this table, �Time F� refers to
the time of �lter computation in [s], �Time W� refers to the time of wrapper
computation in [s] and n(R)

f is the number of features that pass the �lter. It
can be observed that the selected pair of sensors is still the same {13, 27}.
With respect to the computing time, two aspects can be highlighted: First,
the computing time of the �lter is negligible with respect to the one of the
wrapper (in average, 0.032 seconds versus 37 seconds). Second, the �lter
helps the wrapper to be faster; in particular, a decrease from 60 to 37 seconds
in the average computing time is obtained.
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Table 5: Results of the Wrapper method in the Hanoi WDN network.

Data set Sensors Time W ATD
1 14, 28 111 1.21
2 11, 29 60 1.26
3 9, 15 49 1.39
4 26, 27 35 1.62
5 10, 27 57 1.16
6 11, 27 66 1.18
7 10, 29 69 1.17
8 13, 27 42 1.15

9 11, 15 55 1.25
10 13, 23 55 1.32
Average - 60 1.27

Table 6: Results of the proposed hybrid feature selection in the Hanoi WDN network.

Data set Sensors Time F Time W n
(R)
f ATD

1 11, 15 0.032 37 21 1.32
2 11, 29 0.032 30 21 1.27
3 13, 29 0.032 25 20 1.13
4 13, 29 0.032 33 21 1.13
5 13, 29 0.032 33 20 1.14
6 13, 27 0.032 45 21 1.13
7 10, 27 0.032 27 20 1.14
8 10, 15 0.032 34 21 1.29
9 13, 29 0.032 39 21 1.14
10 13, 27 0.032 51 21 1.12

Average - 0.032 37 - 1.18
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Figure 7: Limassol DMA topological network.

5.2. Limassol DMA case study

The Limassol (Cyprus) DMA network, depicted in Fig. 7, has one reser-
voir, 197 consumer nodes and 236 pipes. For a network of this size, it is
considered realistic to place three pressure sensors (ns=3). The same un-
certainties than the Hanoi WDN case study (except for the leak size, which
varies from 4 to 6 [l/s]) are considered to create the data sets, which are
again ten complete training+validation data sets and a unique testing data
set used to calculate the ATD value showed in Tables 7 and 8. All data sets
have the same size as in the Hanoi case study. Finally, the reference input
�ow pattern shown in Fig. 8 is considered.

For the Limassol DMA network, it is not realistic to apply the Exhaustive
Search method. The total time needed to compute and evaluate the perfor-
mance of all the possible combinations for 197 nodes and select three of them
(3,764,670 combinations) can be roughly approximated by assuming that the
time of computing each combination, estimated from the average time from
50 combinations, is 240.48 seconds, providing a value of 28.7 years.

As with the Hanoi WDN network, a simpli�ed version of the method that
just implements the wrapper has been tested �rst. The obtained results are
summarized in Table 7. Di�erent combinations are selected for the di�erent
data sets, but again a further analysis shows that all the combinations are
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Figure 8: Example of a daily �ow consumption in Limassol DMA network.

quite similar since their components are close nodes. The �nally selected
nodes are the set {81, 133, 169}. Working with the data set 1 and using
the measurements simulated for sensors in these nodes, the obtained ATD
is minimal and equal to 3.06. The average value for the ATD for the 10
considered data sets is 3.39. Finally, the value for the average computation
time is 18,270 seconds (around �ve hours).

The results for the hybrid feature selection method are summarized in
the Table 8. The more restrictive value γ = α/20 is used for this example
in order to remove a suitable number of features in the �ltering stage, while
the σ = α/2 value is maintained. From Table 8, it can be seen that the pro-
posed method performance is better in average than the standalone wrapper
method in terms of the objective indicator (ATD) and with a signi�cant re-
duction in the computation time. The resulting feature selection is depicted
in Fig. 9. The selected nodes to place sensors (features) have been the nodes
number 40, 152 and 166.

6. Conclusion

In this paper, a sensor placement approach for classi�er-based leak lo-
calization in water distribution networks using hybrid feature selection is
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Table 7: Results of the feature selection using only a wrapper method in Limassol DMA
network.

Data set Sensors Time W ATD
1 81, 133, 169 19007 3.06

2 10, 43, 172 24157 3.56
3 28, 110, 170 23773 3.15
4 185, 195, 196 10515 3.64
5 132, 185, 188 13481 3.18
6 87, 189, 190 18200 3.70
7 15, 51, 152 21752 3.51
8 28, 118, 156 16565 3.17
9 87, 189, 190 17526 3.70
10 12, 36, 156 17725 3.31
Average - 18270 3.39

Table 8: Results of the proposed hybrid feature selection in Limassol DMA network.

Data set Sensors Time F Time W n
(R)
f ATD

1 82, 120, 154 1.64 15828 85 3.09
2 120, 151, 188 1.61 8834 85 3.09
3 40, 152, 166 1.67 5429 87 3.00

4 40, 194, 197 1.57 9495 87 3.43
5 38, 120, 159 1.59 25178 86 3.02
6 126, 133, 172 1.59 7177 87 3.03
7 38, 103, 172 1.54 11786 87 3.20
8 133, 194, 197 1.90 6174 87 3.50
9 7, 154, 190 1.61 9323 87 3.19
10 40, 154, 190 1.63 12790 87 3.26
Average - 1.65 11201 - 3.18
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Figure 9: Feature selection as sensor placement in the Limassol DMA network.
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presented. The obtained sensor placement based on the feature selection is
optimal in the sense that it maximizes the leak isolability when it is used
in combination with a classi�er-based leak localization method. In order to
deal with the combinatory problem in feature selection, the use of a relevance
and redundancy �lter is proposed in conjunction with the use of genetic al-
gorithms. The performance of the proposed method has been illustrated by
means of the application to the Hanoi WDN and a DMA of the Limassol
WDN.
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