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ABSTRACT
In this paper, a control-oriented model of a solid oxide fuel cell system is formulated and analyzed in
detail. First, a lumped model based on first principle laws is formulated and tuned using experimental
data coming from a real solid oxide fuel cell system test bench. The model calibration is carried out
based on an optimization approach to minimize the error between the experimental data and the model
one. To systematically analyze the system behavior, an equilibrium point analysis is formulated and
developed. The analysis results show the maximum steady-state electrical power under each constant
stack temperature. This will allow to appropriately select operation points during the system operation.
Secondly, Lyapunov’s theory is used to characterize the local stability of the equilibrium points. The
results show that the equilibrium points are locally stable. Besides, comparison between the initial
nonlinear model with the linearized model is performed to show the efficacy of the linearied model
analysis. Finally, the frequency response of the linearized model is performed. This analysis provides
key information about control system design in order to efficiently operate the solid oxide fuel cell
system.

1. Introduction
Ever increasing global energy demands and rising public

awareness for environmental protection have motivated to
look for renewable energy sources. In recent year, hydrogen
has been regarded as an attractive sustainable energy carrier.
Fuel cells as hydrogen energy conversion devices draw
considerable attentions due to various advantages, such as
high efficiency, zero emission, and modularity. There are
different types of fuel cells, such as polymer electrolyte
membrane fuel cell (PEMFC), solid oxide fuel cell (SOFC)
and alkaline fuel cell (AFC), etc. Fuel cell modeling is a
challenging problem which is currently being addressed in
the literature [3, 19].

Among fuel cells, SOFCs are one of those which
are currently receiving more attention in research and
development. They can operate at high temperature due to its
solid electrolyte material, which leads to more flexible fuel
selection and higher tolerance of impurities. However, the
major obstacle of SOFCs for widely commercial utilization
is their reduced lifetime due to degradation [14]. Hence,
reliable modelling of SOFCs is required for interpreting
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and understanding their behavior and formulating operation
mechanisms which allow to extend their lifetime.

During past decades, modelling SOFC has been carried
out by extensive researchers [22]. In brief, SOFC models
can be separated into three categories:

• Physical laws models. Different SOFC models have
been proposed by using physical laws . They can be
classified according to their dimensions, which vary
from zero-dimensional (0-D) to three-dimensional (3-
D). Moreover, physical models are mainly concerned
with inner electrochemical reaction, physical structure
and material property. To be specific, the 0-D model
is also called lumped model which is appropriate
for simulating transient and steady-state performances
although physical size and distribution properties
are not considered. In [12], a lumped model was
proposed, where the electro-chemical reaction and
thermal balance were considered. Moreover, 1-D and
3-D models mainly focus on the stack temperature
distribution, gas flow direction and physical structure.
In [18], an 1-D model was developed by dividing
gas flows and voltage losses into small computational
elements along the stream direction. In [21], a 3-
D fluid dynamics model was presented to illustrate
concentration and pressure of gases and temperature
distribution along gas channels and physical structure.
The models from 1-D to 3-D are very convenient to
analyze distributed properties, such as temperature
gradients. This information is very important during
the SOFC design, i.e. selecting appropriate structures
and materials or placing sensors in representative
points. Its complexity makes them not appropriate for
control purposes.

• Semi-empirical models. These types of models
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are developed by combining physical laws and
empirical data. Compared with mechanistic model,
some variables in semi-empirical model are directly
replaced by mathematical relation which depend on
the prior knowledge of SOFC operation process. In
[6], a kinetic formulation of polarization curve based
on experiments was proposed to combine with a two-
dimensional model, which simulated gas temperature
distribution and validated by experimental data.

• Empirical models. SOFC can be modelled directly
through experimental data without using explicitly
physical governing equations. In those models,
artificial intelligent methods, such as artificial neural
network [11], radial basis function neural network
[23] and least squares support vector machine [8], are
usually used. However, those models require a plenty
of experimental data which introduce a long time for
collecting experimental data and heavy computational
costs.

Fuel cells have complex dynamics that are highly non-
linear and distributed, which make the developed models
difficult to manage and apply in the control systems design.
Despite this, there are plenty of control strategies and
optimization methods that have been developed in order
to maximize the system efficiency and maintain SOFC
operation in safe conditions. In [2], gas flow rates and
current were chosen as control inputs, and PID controllers
were used to maintain stack temperature and achieve SOFC
safe operation. In [25], a time delay control were designed to
allow the load-following and avoid fuel starvation. However,
the lack of information related to the stack temperature
and electrical power with gas flows and current makes it
difficult to maximize the system efficiency. More recently,
an analysis was proposed to achieve the maximum efficiency
using an artificial neural network model [5]. To the best of
our knowledge, a systematic analysis for a SOFC system
models with respect to efficiency and stability has not
been addressed in the literature. Motivated by this fact, a
methodology to analyze and dynamically characterize SOFC
model is presented in this paper. Specifically, a control-
oriented model for a real SOFC system is proposed. Then,
the model calibration and validation are presented adopting
an optimization approach to minimize the discrepancies
between the experimental data and the data generated
by the model. In order to dynamically characterize the
model behavior, the equilibrium points (i.e. the steady-
state operation points) are obtained. This will be very
helpful to understand under which conditions the SOFC can
operate and which ones are the most convenient according
to different requirements. The steady-state polarization
curve obtained from equilibrium points represents the
trade-off between electrical power and stack temperature.
Besides, the proposed nonlinear model is linearized around
equilibrium points in order to determine its local stability.
The validity range of the linear models obtained around the
equilibrium points is qualitatively analyzed by comparing

the step response of the linear system and the nonlinear
system. Finally, the frequency response of the linearized
model is performed to show the coupled impacts between
input and output variables.

The main contributions of this paper can be summarized
as follows:
1) Formulation, calibration and validation of a lumped

SOFC model.
2) Steady-state characterization analysis of the SOFC

system on the lumped model, and determination of
optimal operation points.

3) Local stability and step response analysis of the SOFC
system based on the model.

4) Frequency response and coupling analysis of the SOFC
system.
The remainder of this paper is organized as follows:

Section 2 briefly describes the proposed model for the SOFC
system. Section 3 presents model-based analysis methods
and analytical results for SOFC model. In Section 4 and
Section 5, the linearization of SOFC model, frequency
response and comparative results are discussed. Finally,
some conclusions are provided in Section 6.

2. Model Description of SOFC
This section introduces the model of an open-cathode

planar SOFC system. The model will be calibrated and
validated using experimental data coming from a real SOFC
test bench. This experimental setup is installed in the fuel
cell laboratory of the Institut de Recerca en Energia de
Catalunya (IREC) and it is shown in Figure 1. Specifically,
the SOFC stack is installed within a climatic chamber, which
is used to preheat SOFC stack, regulate stack temperature,
and avoid heat emission to outside environment. Moreover,
the compressed air mainly contained oxygen and nitrogen is
fed into cathode channel of SOFC through an inlet manifold.
This inlet manifold is placed inside of the climate chamber
which can be considered as the air preheating area. Besides,
oxygen in the air passes through the cathode to anode layer
reacted with hydrogen. The unreacted gasses in the cathode
channel will be exhausted through the outlet manifold. In
the anode channel, pure hydrogen is provided by a hydrogen
tank. The produced water vapor stores in the outside vessel
and the unreacted hydrogen releases to atmosphere. Finally,
there are two valves connected to the hydrogen tank and
compressor that are used to regulate flow rates of input gases.
A detailed schematic diagram of this SOFC is depicted in
Figure 2. In this paper, the inlet manifold, outlet manifold
and SOFC stack are considered in this model.

The lumped model of a SOFC is developed based on the
following assumptions:
Assumption 1. The gases are ideal.
Assumption 2. The length of manifolds and channels is
much smaller than the volume. The pressure ratio between
the interior and exterior of manifolds is large enough to
consider that orifice is choked [9].
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Figure 1: Laboratory test rig ((a) View of the SOFC in the
test rig system; (b) SOFC stack; (c) View of controllers).
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Figure 2: Schematic diagram of a SOFC system. ref in
the output of the central controller (Labview platform) which
are used as reference for the local controllers. When local
controllers are operating appropriately, the physical values will
be the same as the reference signals, i.e., I = I ref ).

Assumption 3. The temperature for the whole SOFC stack
is uniformly distributed.
Assumption 4. The hydrogen is fully supplied and there is
no fuel starvation in the SOFC stack.

In many applications, simple diatomic gases, such
as hydrogen and oxygen, can be treated as ideal gases.
Moreover, water in SOFC is at the form of vapor due to
high operation temperature and the quantity of water vapor
is small such that water vapor is also treated as an ideal
gases. Finally, the influence of temperature distribution is
not considered in this paper.

In the following, the equations used to describe the
behavior of each of the components will be presented and
justified.

2.1. Cathode Inlet Manifold
According to the mass conservation principle [12], the

mass balance for cathode gases can be written as
dmO2
dt

= ṁinO2 − ṁ
out
O2
− ṁrO2 , (1)

dmN2
dt

= ṁinN2 − ṁ
out
N2
, (2)

where ṁinO2 and ṁinN2 are the input mass flows of oxygen
and nitrogen, respectively; ṁrO2 is the reacted mass flow of
oxygen; ṁoutO2 and ṁoutN2 are the output mass flows of oxygen
and nitrogen, respectively.

Specifically, the input mass flows of oxygen ṁinO2 and
nitrogen ṁinN2 are calculated as follows

ṁinO2 = !
in
O2
⋅ ṁinCA, ṁ

in
N2
= !inN2 ⋅ ṁ

in
CA

where !inO2 and !inN2 denote the input mass fractions of
oxygen and nitrogen, respectively. The input mass fractions
of oxygen and nitrogen are written as

!inO2 =
� inO2MO2

M in
CA

, !inN2 =
� inN2MN2

M in
CA

,

where � inO2 and � inN2 are the input molar fractions of oxygen
and nitrogen, respectively; MO2 and MN2 are the molar
mass of oxygen and nitrogen, respectively. The average
molar mass of input mixture gases in the cathode channel
M in

CA can be calculated as
M in

CA = �
in
O2
MO2 + �

in
N2
MN2 .

Based on electrochemical relationships [10], the reacted
mass flow of oxygen is calculated as

ṁrO2 = I ⋅
N ⋅MO2
4F

, (3)
where F represents Faraday’s constant; N is the number of
cells compressed in the stack; I is the stack current.

Moreover, the output mass flows of oxygen and nitrogen
can be expressed as

ṁoutO2 = !
out
O2
⋅ ṁoutCA, ṁ

out
N2
= !outN2 ⋅ ṁ

out
CA

where ṁoutCA is the output mass flow of the cathode channel,
which can expressed as the following linear relationship
based on Assumption 2.

ṁoutCA =
(

PCA − POM
)

⋅KCA

where KCA is the cathode channel constant; and POMrepresents the outlet manifold pressure.
The output mass fraction of oxygen !outO2 and nitrogen

!outN2 can be expressed as

!outO2 =
�outO2

MO2

Mout
CA

, !outN2 =
�outN2

MN2

Mout
CA

,
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where �outO2
and �outN2

are the output molar fractions of oxygen
and nitrogen, respectively. The average molar mass of
output mixture gases in the cathode channelMoutput

CA can be
calculated as

Mout
CA = (�

out
O2
MO2 + �

out
N2
MN2 ).

During the chemical reaction, the output molar fraction
and the mass fraction change. The output molar fraction of
each species related to the partial pressure can be expressed
as

�outO2
=
PO2
PCA

, �outN2
=
PN2
PCA

,

wherePCA is the total pressure in the cathode channel, which
is the sum of partial pressure of oxygen and nitrogen. PO2and PN2 are the partial pressure of each species, which are
governed by the ideal gas law. Thus, the total pressure PCAand the partial pressure of oxygen PO2 and nitrogen PN2 inthe cathode channel are expressed as

PCA = PO2 + PN2

PO2 =
mO2R
MO2VCA

⋅ Tfc , PN2 =
mN2R
MN2VCA

⋅ Tfc

where VCA is the cathode channel volume; Tfc representsthe temperature of fuel cell stack.
2.2. Anode Mass Flow Balance

The mass balance for anode gases can be written as
dmH2

dt
= ṁinH2

− ṁrH2
− ṁoutH2

, (4)
dmH2O

dt
= ṁinH2O

+ ṁgH2O
− ṁoutH2O

, (5)
where ṁinH2

and ṁinH2O
are the input mass flow of hydrogen

and water vapor, respectively; ṁrH2
represents the reacted

mass flow of hydrogen; ṁgH2O
denotes the generated mass

flow of water vapor during the chemical reaction; ṁoutH2
and

ṁoutH2O
are the output mass flow of hydrogen and water vapor,

respectively.
Then, the input mass flow of each species can be

expressed by:
ṁinH2

= !inH2
⋅ ṁinAN , ṁ

in
H2O

= !inH2O
⋅ ṁinAN

where ṁinAN is the input mass flow of the total gases in the
anode channel; !inH2

and !inH2O
are the input mass fraction

of hydrogen and water vapor, respectively; They can be
calculated as

!inH2
=
� inH2

MH2

M in
AN

, !inH2O
=
� inH2O

MH2O

M in
AN

,

where � inH2
and � inH2O

are the input molar fractions
of hydrogen and water vapor, respectively; MH2

and

MH2O represent molar mass of hydrogen and water vapor,
respectively; The average molar mass of input mixture gases
in the anode channelM in

AN is expressed as
M in

AN = � inH2
MH2

+ � inH2O
MH2O.

Based on the electro-chemical relationships [10], the
reacted mass flow of hydrogen and the generated mass flow
of water vapor can be calculated as

ṁrH2
= I ⋅

N ⋅MH2

2F
, (6)

ṁgH2O
= I ⋅

N ⋅MH2O

2F
. (7)

The output mass flow of hydrogen ṁoutH2
and water vapor

ṁoutH2O
can be written as

ṁoutH2
= !outH2

⋅ ṁoutAN , ṁ
out
H2O

= !outH2O
⋅ ṁoutAN .

where the total output mass flow rate of anode channel ṁoutANis calculated as
ṁoutAN =

(

PAN − Patm
)

⋅KAN ,

where KAN is the anode channel constant; Patm represents
the atmospheric pressure.

The output mass fraction of hydrogen !outH2
and water

vapor !outH2O
are represented as

!outH2
=
�outH2

MH2

Mout
AN

, !outH2O
=
�outH2O

MH2O

Mout
AN

where �outH2
and �outH2O

are the output molar fractions of
hydrogen and water vapor, respectively. The average molar
mass of output mixture gases in the anode channelMout

AN is
expressed as

Mout
AN = �outH2

MH2
+ �outH2O

MH2O.

The output molar fraction of hydrogen and water vapor
are calculated as follows:

�outH2
=
PH2

PAN
, �outH2O

=
PH2O

PAN
,

where PAN denotes the total pressure in the anode channel;
PH2

and PH2O are the partial pressure of hydrogen and water
vapor in the anode channel. They are expressed as follows

PAN = PH2
+ PH2O

PH2
=

mH2
R

MH2
VAN

⋅ Tfc , PH2O =
mH2OR

MH2OVAN
⋅ Tfc ,

where VAN is the anode channel volume.
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2.3. Stack Voltage
The SOFC output voltage can be computed as [7, 1, 24]
Ufc = N ⋅ (Uner − UCA

act − U
AN
act − Uoℎm − Ucon), (8)

where Uner represents the Nernst reversible voltage; UCA
actandUAN

act are activation losses in cathode and anode channel,
respectively; Uoℎm and Ucon are ohmic and concentration
losses, respectively.

The Nernst voltage of SOFC is a voltage change in the
Gibbs free energy for electro-chemical reactions. The partial
pressure of the reactants and products can affect the change
of Gibbs free energy [4, 15]. Thus, the Nernst Voltage
related to the partial pressure can be calculated by

Uner = ΔE0 +
TfcR
2F

ln

⎛

⎜

⎜

⎜

⎝

PH2

√

PO2
PH2O

⎞

⎟

⎟

⎟

⎠

,

where ΔE0 is the standard cell potential.Ohmic polarization losses are related to the electrical
and ionic resistance in SOFC. And those resistances are
produced when ions and electrons pass through electrolyte
materials. Therefore, the ohmic loss can be expressed as:

Uoℎm = Roℎm ⋅ I

where Roℎm is a cell resistance which is a function related
to the fuel cell temperature. A second-order Steinhart-Hart
equation is used to express cell resistance [20, 12], that is

Roℎm = R0 ⋅ e

[

�
(

1
Tfc

− 1
T0

)]

where R0 is specific resistance at certain temperature T0; �represents a coefficient in the Steinhart-Hart equation.
Activation losses are the energy which reactants need

to overcome in the chemical reactions, occurring at each
electrode-electrolyte interface. The full butler-Volmer (B-V)
equation is used to express the activation losses. However,
it is difficult to solve this equation implicitly. Due to
this, a hyperbolic sine function is used to approximate B-V
equation[13], which is expresses as follows

UCA
act =

TfcR

2�CAF
sinh−1

(

I
2AfciCA0

)

UAN
act =

TfcR

2�ANF
sinh−1

(

i
2AfciAN0

)

.

where �CA and �AN denote the charge transfer coefficient
for cathode and anode, respectively. The exchange current
densities for cathode iCA0 and anode iAN0 are calculated by
Arrhenius law [4].

iCA0 = 
CA

( PO2
Pref

)0.25

e

(

−
ECAact
Tfc ⋅R

)

iAN0 = 
AN

( PH2

Pref

)(PH2O

Pref

)

e

(

−
EANact
Tfc ⋅R

)

where 
CA and 
AN are pre-exponential factors for cathode
and anode channel in Arrhenius law, respectively; Pref is
reference partial pressure, ECAact and EANact are activation
energy for cathode and anode channel, respectively.

The concentration loss accounts for the potential loss
because of the diffusion of reactants and products between
the bulk flow and the reaction site [9]. The concentration
loss is calculated as

Ucon =
TfcR
2F

ln(1 − I
IL
)

where IL is the limiting current.
2.4. Thermal Energy Balance

According to Assumption 3, the electrolyte structure and
the gases inside channels have the same temperature. There
is no temperature variation happened in the electrolyte layer
and gases channels. Regarding to the SOFC stack operation
process, the thermal energy consists of the input gas
enthalpy, output gas enthalpy, reaction enthalpy, electrical
power, heat convection[9, 12]. Thus, the thermal energy
balance is expressed as

dTfc
dt

= 1
mfcC

fc
p

[

∑

CA

ṁini
Mi ∫

T inCA

Tref
C ip (T ) dT

+
∑

AN

ṁini
Mi ∫

T inAN

Tref
C ip (T ) dT −

∑ ṁouti
Mi ∫

Tfc

Tref
C ip (T ) dT

−
ṁrH2

MH2

ΔĤo
r − Ufc ⋅ I −QCC

]

,

(9)
where mfc and Cfcp are the total mass and average specific
heat capacity of the SOFC stack; C ip is the specific heat of
gases; Ĥo

r is the specific heat of chemical reaction; QCCrepresents the convection heat transfer between climatic
chamber and fuel cell temperature, which is expressed as

QCC = ℎCCAfc ⋅
(

Tfc − TCC
)

, (10)
where ℎCC denotes the heat transfer coefficient; TCCrepresents the temperature of climatic chamber.
2.5. Cathode Outlet Manifold

The pressure of cathode outlet manifold is governed by
the ideal gassses law:

dPOM
dt

=

(

ṁoutCA − ṁ
out
air
)

⋅ Tfc ⋅ Rair
VOM

, (11)

where VOM is the outlet manifold volume; ṁoutair denotes theoutput air mass flow rate from the outlet manifold, which can
be written as

ṁoutair =
(

POM − Pref
)

⋅KOM ,

where KOM is the outlet manifold constant.
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The aforementioned model can be rewritten as the
following nonlinear state space model:

ẋ = f (x,u)
y = h (x,u) ,

(12)

where x ∈ ℝn×1 denotes the state vector; u ∈ ℝm×1

represents the input; and y ∈ ℝr×1 is the output; f ∈ ℝn×1

and h ∈ ℝr×1 are nonlinear function vectors containing the
equations that have been previously introduced.

In this paper, the state, input and output of SOFC in (12)
are defined as:

u =
[

I TCC
]T, y =

[

ṁoutair ṁoutan Ufc Tfc
]T,

x =
[

PIM mIM POM mH2
mH2O mN2 mO2 Tfc

]T.
The input variables u corresponds to the current I and the
temperature of climatic chamber TCC . When the value of
current I is fixed, the reacted mass flows of oxygen and
hydrogen can be directly obtained based on the electro-
chemical relationship (3) and (6). Thus, the current I affects
the chemical reaction and determines the required quantity
of oxygen and hydrogen. Moreover, the climatic chamber
temperature TCC is used to regulated the temperature of fuel
cell by the convection (10). Besides, the voltage Ufc , stacktemperature Tfc and output mass flows of anode channel
ṁoutan and outlet manifold ṁoutair are chosen as output variables
y, which can be measured in the experiment. According to
(1)-(2), (4), (5), (9) and (10), state variables x are defined as
the air mass mIM and pressure PIM in the inlet manifold,
mass of oxygen mO2 , nitrogen mN2 , hydrogen mH2

, water
vapor mH2O, stack temperature Tfc , and pressure POM in
the outlet manifold.

The proposed model is a highly nonlinear dynamic
system. This makes its analysis and control design difficult.
Besides, it is necessary to develop a model-based analysis
approach to predict the operationmechanisms since the inner
phenomena cannot be always measured and observed in the
experiment. Hence, the objective of this paper is to propose
a model-based analysis for a nonlinear SOFC system, which
can be used to validate the model and provide the possible
information to improve the efficiency of the SOFC system.

3. Model Analysis
In this section, a model-based analysis is proposed for a

SOFC system. Finding equilibrium points is first presented
to obtain the polarization curve in the steady-state condition.
Moreover, the comparison between the model results and
experimental data are conducted to calibrate and validate the
proposed model.
3.1. Steady-state Behavior and Model Tuning

In this section the model steady-state behavior will be
analyzed. This analysis will be performed through the
obtained equilibrium points, which correspond to those
configurations (values of the state vector variables) where
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Figure 3: Experimental results obtained in the SOFC test
bench. Evolution of the stack voltage (Ufc) and temperature
(Tfc) when the current (I) follows the shown profile and the
climatic chamber if kept constant to 1139 K.

the system can operate indefinitely [17]. In terms of the
state-space equations, (12), equilibrium points correspond
to those points which extinguish the system derivative:

0 = f
(

xeq ,ueq ,pt
) (13)

yeq = h
(

xeq ,ueq ,pt
)

, (14)
where xeq and ueq represent the state and the input at
the equilibrium points based on (13). Moreover pt is the
unknown parameters in the system model. yeq correspondsto output variables at the equilibrium points. Note that
equilibrium points are defined by (13) and yeq is not
explicitly included in (13) such that the output does not
explicitly participate in the equilibrium point calculation.

Since (13) is highly nonlinear, it is difficult to
analytically find the equilibrium points. Thus, (13) has been
numerically solved for xeq by fixing the value of the input
ueq (i.e Ieq and T eqCC ). Once xeq is obtained, yeq can be
easily obtained. To numerically solve (13), it is necessary
to provide the numerical solver with good initial values,
x0, otherwise the numerical solver might not converge. In
general, it is not trivial to obtain those initial values. To
manage this, an initial search mechanism has been designed
to obtain an initial equilibrium point and subsequently small
displacements have been made from known equilibrium
points, which are allowed to generate a map of all possible
existing points of equilibrium within the interested region.
Besides, the equilibrium points explicitly depend on the
system parameters, pt, in (13). In this work, a tuning
method based on experimental data has been used (i.e. some
experiments are performed in the real setup and latter a set of
optimal parameters have been obtained such that the model
output fits this experimental data).

To address this tuning procedure, an experiment has
been designed. The climate chamber temperature reference,
TCC , is fixed at 1139 K which allows the fuel cell
temperature to reach a fuel cell temperature close to the

Yashan Xing et al.: Preprint submitted to Elsevier Page 6 of 13



Figure 4: Flowchart of the model calibration

Figure 5: Comparison between the model and experimental
data.

nominal operation one (around 1024 K). Meanwhile, the
input air mass flow and the hydrogen mass flow are set as
15 L/min and 4.88 L/min. The current has been externally
fixed to follow a given profile which can be seen in the upper
graphic of Figure 3. This profile of sweeping current is
from 0 A to 13 A. The fuel cell voltage and temperature are
simultaneously measured. The evolution of these variables
can be seen in Figure 3. It is shown that the fuel cell
temperature suffers variations which are less than 2◦C over
750◦C such that it can be considered as a constant value
(these small variations can be attributed to the measurement
noises and disturbances in the system). On the other hand,
the voltage has an evolution which is similar to the one in the
current and after a small transient it reaches the steady-state.

The tuning procedure and finding equilibrium points are
performed simultaneously based on the experimental data.
Figure 4 depicts the applied methodology for numerically
computing a given parameter set, pt, equilibrium points
xeq and yeq . Then the error, e, between equilibrium
points obtained from the model, yeq , with ones achieved
experimentally, yexp, is calculated. Finally, the optimization
method is applied to minimize this error and obtain an
optimal parameter set.

To implement this procedure, a SOFC model has been
built using MATLAB/Simulink. Table 1 shows the physical
parameters and coefficients assumed in the model. To
compute the equilibrium points the ’findop’ MATLAB

Figure 6: Model polarization curve.

Figure 7: Electrical power versus the full cell current.

command has been used. The initial values of states x0are shown in Table 2. Moreover, the MATLAB function
’fmincon’ is used to perform the optimization and update
unknown parameters. The results of tuning parameters are
depicted in Table 3. In Figure 5, it is shown that equilibrium
voltage points in the calibrated model match the steady-
state voltage of experiment. Moreover, the proposed model
shows a good fitting of the experimental data. Consequently,
we assume the model is good enough to develop control
systems.
3.2. Equilibrium Points Analysis

Based on the calibrated model, we further find
equilibrium points in different temperatures and gas flow
rates in order to analyze the SOFC under different operation
conditions. The sweeping ranges of current and stack
temperature are selected as 0.1 A to 80 A and 1400 K to
1700 K, respectively. The fuel utilization is set as 60%. The
required input gas flow rates are directly related to current
according to electro-chemical relationships (3), (6) and (7).

Figure 6 presents the relationship between the voltage
Yashan Xing et al.: Preprint submitted to Elsevier Page 7 of 13



Table 1
SOFC Model Parameters and coefficients

Parameter Value Parameter Value

Afc , SOFC stack area 38 [cm2] Pref , absolute pressure 1.01325 × 105 [Pa]
F , Faraday’s constant 9.6485 × 104 [C⋅mol−1] R, gas constant 8.3145 [J⋅mol−1⋅K−1]
KAN , anode orifice constant 1.5 × 10−8 [kg⋅Pa−1⋅s−1] TAN , anode input gas temperature 623 [K]
KCA, cathode orifice constant 9.385×10−9 [kg⋅Pa−1⋅s−1] TIM , IM input gas temperature 623 [K]
KIM , inlet manifold orifice constant 5 × 10−8 [kg⋅Pa−1⋅s−1] Tref , reference temperature 25 [℃]
KOM , outlet manifold orifice constant 3.35 × 10−8 [kg⋅Pa−1⋅s−1] VIM , IM channel volume 0.02 [m3]
mfc , SOFC stack mass 4.3 [kg] VOM , OM channel volume 0.005 [m3]
MH2 , H2 molar mass 2 × 10−3 [kg⋅mol−1] �, charge transfer coefficient 0.5
MH2O, H2O molar mass 18 × 10−3 [kg⋅mol−1] �H2 , H2 molar fraction 0.97
MN2 , N2 molar mass 28 × 10−3 [kg⋅mol−1] �H2O, H2O molar fraction 0.03
MO2 , O2 molar mass 32 × 10−3 [kg⋅mol−1] �N2 , N2 molar fraction 0.79
N , number of cells 30 �O2 , O2 molar fraction 0.21
VAN , anode channel volume 0.005 [m3] VCA, cathode channel volume 0.01 [m3]
Rair, air gas constant 2.883 × 102 [J⋅kg−1⋅K−1] ΔĤo

r , specific heat of reaction −241.83 [kJ⋅mol−1]
T0, reference temperature for specific
resistance

973 [K]

Table 2
The initial state value

States x0 Value

P 0
IM , inlet manifold pressure 1.49 × 105 [Pa]
m0IM , inlet manifold gas mass 0.01089 [kg]
P 0
OM , outlet manifold pressure 1.1 × 105 [Pa]
m0H2 , H2 mass 1 × 10−4 [kg]
m0H2O, H2O mass 4 × 10−5 [kg]
m0N2 , N2 mass 0.0037 [kg]
m0O2 , O2 mass 0.00094 [kg]
T 0fc , stack temperature 1015 [K]
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Figure 8: Curve profile between temperature of climatic
chamber with current.

Ueq and current Ieq for different stack temperature Tfc,eqwhich are usually named the SOFC polarization curve.
Moreover, it is clearly seen that the region in Figure 6 where
activation losses, ohmic losses and concentration losses play

Table 3
Results of Tuning Parameters to Match Experimental
Data.

Parameter Value

R0, area specific resistance 0.5 [Ω ⋅ cm2]
ECA
act , cathode activation energy 1.3405 × 105 [J⋅mol−1]

EAN
act , anode activation energy 6.9002 × 104 [J⋅mol−1]


CA, cathode pre-exponential
factor in Arrhenius law

2 × 105 [A⋅ m−2]


AN , anode pre-exponential
factor in Arrhenius law

5.8 × 105 [A⋅ m−2]

ℎCC , heat transfer coefficient 1000 [W⋅m−2 ⋅ K−1]
ΔE0, standard cell potential 1.0047 [V]
Cfc
p , specific heat capacity of

SOFC stack
10 [kJ⋅kg−1⋅K−1]

T inIM , inlet manifold input gas
temperature

950 [K]

T inAn, anode input gas
temperature

1000 [K]

�, Steinhart-Hart coefficient 2 × 104

significant impacts. Especially in the part of ohmic losses,
the curve is approximately a linear line. Besides due to the
limiting current IL = 80 A, the region of concentration
losses have a sharp drop in Figure 6, which is very difficult
to obtain in experiments.

Figure 7 shows the electrical power Peq against the
current Ieq for different temperatures Tfc,eq . Among
those equilibrium points of electrical power, a blue curve
corresponds to the maximum power for each constant
temperature. This presents the trade-off between electrical
power and stack temperature. Moreover, Figure 8 shows
temperature changes of climatic chamber TCC,eq under
different current Ieq and stack temperature Tfc,eq . When
stack temperature reaches to Tfc,eq = 1400 K, the extra heatfrom climatic chamber is not required and SOFC stack can
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Figure 10: Flowchart of comparison of nonlinear and linear
model.

maintain the temperature by its electro-chemical reaction.
However, before Ieq = 60 A the climatic chamber provides
a small extra heat to SOFC in order to maintain stack
temperature at Tfc,eq = 1700 K.With this study it is possible to determine which is the
appropriate point according to the desired characteristics
(i.e. electrical power, thermal power, etc.) and the
technological constrains exist in the concrete setup. After
this it is straightforward to determine the references for the
different control loops in a SOFC system.

4. Stability and Time Response Analysis
In Section 3, the SOFC’s equilibrium points have been

analyzed. This study only provides information about the
steady-state behavior. In order to characterize the dynamic
behavior, further analysis is required (i.e. trajectories around
equilibrium points might be stable and unstable [17]).
According to Lyapunov theory, it is possible to characterize
the stability of equilibrium points and the time response
for small movements around the equilibrium point using a
linearized version of the original nonlinear system. In other
words, when the system state x and the input u are close to
the equilibrium point (xeq ,ueq), the system behavior can be
described in terms of the following linear system.

�ẋ = A ⋅ �x + B ⋅ �u
�y = C ⋅ �x + D ⋅ �u

(15)

where �x = x − xeq ∈ ℝn×1, �u = u − ueq ∈ ℝm×1,
�y = y − yeq ∈ ℝr×1, A = )f

)x
|

|

|xeq ,ueq
∈ ℝn×n, B =

)f
)u
|

|

|xeq ,ueq
∈ ℝn×m, C = )h

)x
|

|

|xeq ,ueq
∈ ℝr×n and D =

)h
)u
|

|

|xeq ,ueq
∈ ℝr×m.

According to Lyapunov’s theory [17], an equilibrium
point (xeq , ueq) is locally asymptotically stable if all the
eigenvalues of matrix A in (15) are placed in the left half
of the complex plane. Figure 9 shows the maximum and
minimum eigenvalue for matrix A at different equilibrium
points (all the eigenvalues are real). It can be seen that all of
them are negative, i.e. they are located in the left half of the
complex plane. Thus, all obtained linear systems are stable,

and consequently all equilibrium points from the nonlinear
system are stable. Additionally, since all the eigenvalues are
real no oscillations in the time response are expected.

The eigenvalues of matrix A also provide informations
about how fast the dynamic behavior is. The maximum
eigenvalue provides bounds of the settling time (how long
the system can reach to the steady-state) while the minimum
eigenvalue provides information about the fast modes (the
bigger value the faster time response). In the studied
case, the range of maximum eigenvalue is approximately
from −5.4 × 10−4 to −2.397 × 10−3 (see Figure 9), and
consequently the settling timewould range from 1.6×103 s to
7.4×103 s depending on the concrete equilibrium point. The
minimum eigenvalues are in the range from −4.6 to −3.84
which means the fastest time response is around 1 s.

As shown in Figure 9, the evolution of the minimum
eigenvalues does not change much with current and
temperature whilst the maximum eigenvalues directly affect
the settling time along the current. In the activation area,
the maximum eigenvalues are bigger such that the settling
time increases. On the contrary those values decrease as the
current increase in the ohmic area. Consequently the settling
constant decreases (i.e. the bigger the current is, the longer
the settling time is).

Table 4
Studies Cases

Case Polarization
Loss Area

Temperature
Tfc [K]

Current
I [A]

1 activation 1500 0.2
2 ohmic 1500 45
3 concentration 1500 70

As previously mentioned, when the system is around
one of equilibrium points, its behavior can be described by
the linear system defined in (15). Unfortunately, it is not
clear how close to the equilibrium point must the system
be to guarantee that the linear model is appropriate. In
order to analyze this, the step response of the system will
be numerically analyzed. In this analysis the scheme shown
in Figure 10 is used to compare with the response of the
linear system and the nonlinear one. This comparison will
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Figure 9: Eigenvalues of matrix A for different equilibrium points.

focus on two variables mO2 and mH2O. Figure 11 shows the
evolution of mO2 and mH2O when a simultaneous variation
in step form is added into the input variables, I and TCC .Since the linear system depends on the equilibrium point,
three different cases in different regions of the polarization
curve are selected, as seen in Table 4. In each case, three
different step amplitudes are used (0.1%, 1% and 10% of the
equilibrium point value, Ieq and TCC,eq).Firstly, it is important to check that all the responses
have a settling time in the range previously predicted through
the eigenvalue analysis. Additionally, it can be observed
that for almost all cases, especially in ohmic (case 2) and
concentration areas (case 3), the response of the nonlinear
system and the linear one are almost the same. This
illustrates that the linear model would be appropriate for
the tested ranges of amplitudes. In the case of activation
area (case 1), although the response shape is similar, some
discrepancies exist between the responses from the linear
and the nonlinear systems, especially mO2 .Besides, it is significant to observe that the response
related to mO2 shows the classical non-minimum phase
behavior [16], i.e. when the step change appears the
response initially goes in the opposite sense. This type
of behavior introduces limitations in the control system

performance and needs to be taken into account when
designing control systems. Additionally, it can be seen that
the response of mH2O has a discontinuity at the time step
which can be easily explained in terms of the system relative
degree for this output.

From what have been shown in this section, it can
be concluded that the range of space where the linear
model is appropriate is quite reasonable (more than 10%
variations can be described). Additionally, most SOFC
systems operate around an equilibrium point and do not
move much. Thus, understanding the performance of
linear system which describes the system behavior around
this equilibrium point is very helpful to design controller.
Meanwhile, the controller can design directly based on those
linear systems.

5. Frequency Response Analysis
In previous section, we focus on analyzing the time

response and stability of the system behavior around
equilibrium points. Although this analysis provides very
important features, most powerful control techniques, such
asH∞ [16], have been formulated in the frequency domain.
In this section, the frequency response of the linearized
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Figure 11: Comparison results between nonlinear and linear model (Case 1: activation area Tfc = 1500 [K] I = 0.2 [A]; Case 2:
ohmic area Tfc = 1500 [K] I = 45 [A]; Case 3: concentration area Tfc = 1500 [K] I = 75 [A]).

systems (15), will be analyzed. Frequency response
characterizes how the SOFC system will respond in steady-
state when sinusoidal signals of different frequencies are
introduced in the inputs. Moreover, the frequency response
is used to predict the system performance in closed-loop and
provide the relevant information for control strategy design.
Most popular frequency response representation is the Bode
diagram, which shows the magnitude and phase change in

the sinusoidal output respect to the input.
In this study the voltage, Ufc , and the temperature, Tfc ,have been selected as output variables. They are the most

relevant variables in the system and they are easy to be
measured such that it is very convenient to use them for
control purposes. Figure 12 shows the frequency response
of the linearized SOFC model at stack temperature Teq =
1500Kand different values of current I . As shown in figures
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Figure 12: Frequency response for linearized system (15) for Teq = 1500 K and different values of I .

12-(b), 12-(c) and 12-(d), the frequency response shows
a low-pass filter profile with a band which is consistent
with the time constant previously discussed (Section 4).
Differently, the relationship between the current and the
voltage, 12-(a), does not show this low-pass profile. Clearly,
the voltage and current coupling will be faster and very
sensitive to noise due the relevant gain in the high frequency
range. Although most important relations are between
voltage, Ufc , and current, I , and fuel cell temperature, Tfc ,and oven temperature, TCC , there exists a clear coupling
between the voltage and the oven temperature, see Figure
12-(b), and the current and the fuel cell temperature, Figure
12-(c). Although the coupling between TCC and Ufc is notvery relevant, this is not the case for the coupling between I
and Tfc . This coupling will make the control system design
more difficult. Moreover, different frequency responses
are quantitatively different for each equilibrium point, even
though they are qualitatively similar. Consequently the
concrete operation would have no much influence on the
control system behavior.

When we consider the control design, the phase plays
a very important role, Figures 12-(e), 12-(f), 12-(g) and
12-(h) show phase Bode plots for the systems under study.
The dynamic content has the same frequency range that
in magnitude and the coupling between variables follows a
similar pattern. It is important to emphasize that coupling
terms change their initial values for some current values.
The initial value is 0 (positive coupling) while for others
it is −180o (negative coupling). This indicates that the
complexity of the control system will be increased because
those changes must be taken into account.

Additionally, it can be stated that the stack cannot
provide enough heat to support SOFC maintaining the
preheat temperature in the range of 0.1 A and 10 A. This
result can also be verified by the yellow line at 1500 K in
Figure 8. For oven temperature and voltage, Figure 12-(f)
illustrates that the stack voltage decreases when temperature
increases. This can be verified in Figure 6.

Figure 13: RGA analysis results for the linearised SOFC model.

In order to complete this analysis, the coupling between
the inputs and outputs will be further quantified. The relative
gain array (RGA) [16] is a mathematical tool that will help
to do it. Given matrix of transfer functions, H(s), the RGA
is defined as: RGA = H(w ⋅ j) × [H−1(w ⋅ j)]T, where w
denotes the frequency. Usually, the RGA is compared with
identity matrix in order to quantify the diagonal dominance
in each frequency, that is

NRGA =
∑

i

∑

j

‖

‖

‖

RGAij − Iij
‖

‖

‖

(16)

where I denotes identity matrix. Values close to 0 imply a
perfect decoupling whilst high values illustrates that there
is a strong coupling between different variables. Figure 13
shows the evolution ofNRGA for the case under study. It can
be seen that the value ofNRGA is close to zero which means
the coupling is in practice quite weak. Finally, we can draw
a conclusion that a decoupled controller would provide good
results.
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6. Conclusions
In this paper, a lumped parameter model for a SOFC

system has been formulated and calibrated with data coming
from experiments. Based on this model, a detailed
characterization of the possible operation points has been
performed. This analysis is very relevant to determine
the desired operation conditions and to fix the references
in the control system. Additionally, a local stability
and time response analysis based on the linearized model
obtained around the equilibrium points has been performed.
This analysis has provided some interesting information
such as the system settling time and the identification of
non-minimum phase phenomena. Finally, a frequency
response analysis has been performed. This analysis is
used to quantify the coupling and bandwidth in the systems.
Provided information about the decoupling will be of great
relevance when we design control system for SOFC, i.e.
using the relation of current and voltage to regulate the
generated power and using oven temperature to regulate
the fuel temperature. Clearly, taking into account the
coupling in the control system would increase unexpected
performance but also its complexity.
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