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Abstract—This article presents a novel secure-control frame-
work against sensor deception attacks. The vulnerability of
cyber-physical systems with respect to sensor deceptive attacks
makes that all sensor measurements are not reliable until the
system security is assured by an attack detection module. Most of
the active attack detection strategies require some time to assess
the system security, while injecting a watermark signal to ease
the detection. However, the injection of watermark signals dete-
riorates the performance and stability of the plant. The proposed
control framework consists of a dual-rate control (DRC) that is
able to stabilize the plant using: 1) a model predictive controller
that operates at a slower sampling time; 2) a state-feedback
predictor-based controller that operates in the nominal sampling
time disregarding the use of the untrustworthy measurements
until the attack detector is able to certify the security; and 3) a
reconfiguration block (RB) for palliating the effect of the water-
marking. Simulation results indicate the efficacy of the proposed
DRC framework to defend the system from cyber-attacks and
the ability of the RB to improve the closed-loop performance
during the watermark injection.

Index Terms—Deception attacks, dual-rate control (DRC),
model predictive control, predictor-based control, reconfiguration
block (RB), secure control, watermark signal.

I. INTRODUCTION

CYBER-PHYSICAL systems (CPSs) appear from the
integration between embedded software and physical
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processes by means of powerful network and communica-
tion technologies, under the so-called Internet of Things (IoT)
paradigm. On this subject, the development of CPSs raises new
concerns regarding safety and security of control systems, such
as the avoidance and resilience with respect to cyber attacks.

Cyber attacks are generically classified into denial-of-
service (DoS) [1], [2] and deception attacks [3], [4]. On the
one hand, DoS attacks affect the transmission channels block-
ing the communication between the CPS components. On the
other hand, deception attacks aim at disrupting the plant oper-
ation by injecting false data into some components, such as
the controllers or actuators. While the systems are becoming
more and more dependent on communication networks, they
are also becoming vulnerable to cyber attacks. The existence
of such vulnerabilities motivates the study of techniques for
cyber-attack detection and secure control with various appli-
cations, e.g., electric power systems [5], [6], microgrids [7],
water networks [8], mobile robots [9], and transportation
systems [10]. The classification of cyber attacks as well as
the main methodologies for detection and secure control are
revised in [11]–[13].

In particular, this article focuses on secure control
against deception attacks, which, while attracting growing
interest, is still in an early stage. On this subject, most
approaches for mitigating deception attacks are based on
the assumption that some sensors/actuators are not com-
promised (sparse attacks) [14]–[16], in exploiting the ana-
lytical redundancy obtained in the context of distributed
systems [4], [7], [17], [18] or in the use of stochastic mod-
els with known distribution parameters for modeling the
attacks [19]–[22]. Whereas the above approaches are efficient
under the proposed assumptions, the real attacker behavior
may be incompatible with those attack models and/or the safe
redundancy may be unavailable.

Chen et al. [23] proposed a secure control architecture that
integrates machine learning-based attack detectors with a two-
layer controller scheme, where a lower tier layer feedback
controller that cannot be compromised ensures the stability
of the system; and an upper tier layer model predictive con-
troller (MPC) is used to improve the overall performance. Note
that switching between different control modes has already
been used as an alternative to control linear and nonlinear
systems [24], [25]. In particular, Chen et al. [25] proposed
an MPC-based secure-control strategy that switches between
open- and closed-loop control depending on the network secu-
rity, which is certified by a machine learning-based attack
detector designed to ensure the safety of system trajectories.
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The performance of the secure control schemes against
deception attacks depends on accurate attack detection and
modeling. On this subject, a growing body of work has
investigated the design of efficient active detection methods.
In particular, motivated by its ease of implementation and
mild assumptions on the attacker’s access to resources, phys-
ical watermarking schemes, where an exogenous signal is
injected to reveal different types of stealthy attacks, has been
thoroughly studied [16], [26]–[28]. However, watermark sig-
nals are often devised disregarding the system stability after
the attack occurrence. This coupling between secure control
schemes and watermarking techniques has been rarely stud-
ied, with the exception of [29] where a set-theoretic controller
is designed considering the injection of a packet drop water-
marking strategy. Similarly, most of the research rely on attack
models, which are rarely true.

The literature review indicates two relevant gaps in the
design of secure control schemes: 1) dependence on accu-
rate attack modeling, which are often unrealistic since the
attacker aims to be stealthy and 2) the inability to account
for the effects of the active attack detection systems in the
control performance. Motivated by those problems, this work
proposes a two-layer cyber-defense strategy against decep-
tion attacks affecting the sensors-to-controller channel. The
proposed architecture is based on a dual-rate control (DRC)
framework where: 1) the lower tier layer works with faster
sampling period, and consists of a predictor-based H∞ state-
feedback controller fed by a state predictor that receives
reliable measurements at each T samples and 2) the upper
tier is a robust MPC that works with slower sampling period
and is updated only when a new reliable measurement arrives.
Consequently, the attack resilience is attained by operat-
ing in an open-loop fashion in the time between reliable
measurements (i.e., disregarding possible untrustworthy mea-
surements). The secure operation offers a time window to
certificate the reliability of the data through the injection of a
watermark signal. A generic user-defined watermarking strat-
egy has been modeled using an unknown-but-bounded signal
description. On the other hand, the secure operation attained by
means of the intermittent measurement behavior of the DRC
comes at the price of increasing the sensitivity to uncertainties
(among which is the watermark signal) compared to a stan-
dard controller operating at the higher sampling rate. In order
to attenuate these deteriorating effects, the DRC framework is
complemented with the design of a dynamic reconfiguration
block (RB), which aims at hiding the effects of the watermark
signal from the controller.

Notice that multirate control techniques have been already
employed in networked control systems to avoid package dis-
order and reduce the network usage [30], [31], as well as
in distributed systems where the subsystems operate at dif-
ferent time scales [32]. In addition, a cyber-attack detection
approach is introduced in [33] by using multirate control to
ensure minimum-phase dynamics. The proposed DRC frame-
work resembles those proposed in [23] and [25], which present
two-layer control frameworks with lower tier explicit feed-
back controllers and upper tier MPCs, and consider the effect
of the integration between the attack detector and the con-
trol system. Besides, in [25], the open-loop control mode

is adopted while the sensor measurements are not reliable.
However, the proposed DRC framework addresses two issues
ignored by [23] and [25]: 1) it considers the effect of an active
attack detection with watermarking by employing the RB to
reduce them, while the papers [23] and [25] propose the inte-
gration with a passive attack detectors and 2) it is robust with
respect to additive disturbance, which motivates the use of
the tube-based MPC in the upper tier layer, otherwise, [23]
and [25] consider the MPC of systems without uncertainties.

The RBs are usually employed in fault-tolerant control
based on fault hiding [34]–[36]. The key idea of this tech-
nique is the insertion of a block to hide the fault effects from
the controller and plant disregarding controller redesign. The
most common structures of RBs are the virtual actuators (VAs)
and virtual sensors for faults in actuators and sensors, respec-
tively, [37]. Within the cyber-security context, VAs are used
in [1] to deal with DoS attacks that are modeled as an actu-
ator efficiency loss, and in [38] for masking the effects of
the watermarking signal from the controller. In this article, a
novel RB structure is proposed for minimizing the effect of the
watermarking in a dual-rate predictive control scheme. Notice
that the RB fits well to the control framework proposed in
this article, since the ability of hiding the fault effect can be
extended to hide watermarking signal.

According to the stated above, the main contributions of
this article are summarized as follows.

1) A novel DRC strategy is used as defense against sen-
sor deception attacks; the controller maintains the plant
stability until a reliable measurement is observed, i.e.,
after a watermarking-based certification.

2) The controller has two layers: the first one (faster) is the
predictor-based H∞ state-feedback controller that stabi-
lizes the closed-loop system based on predictions of the
system output while the measurements are not reliable;
and the second layer (with a slower sampling period
than the first one) is an MPC controller that ensures the
compliance with input and state constraints.

3) An RB is used to improve the DRC’s performance by
providing a guaranteed H∞-norm with respect to the
watermark signal used for detecting attacks.

The remainder of this article is organized as follows.
Section II provides an overview of the proposed solu-
tion. Section III describes the design of the state-feedback
gain used for the lower layer. Section IV presents the
RB design. Section V presents the MPC design used in
the upper layer. Section VI evaluates the proposed DRC
by means of simulations. Finally, Section VII draws the
conclusions.

Notation: The following notations are used in this work. Rn,
N, and N≤i denote, respectively, the n-dimensional Euclidean
space, the set of non-negative integer numbers, and the set
of non-negative integers less than or equal to i ∈ N. For a
matrix X, X � (≺) 0 means that X is positive (negative) defi-
nite; X� denotes its transpose; X† denotes its Moore–Penrose
pseudoinverse. For a symmetric P � 0, ‖x‖P � x�Px. The
identity matrix of dimension n is denoted by In and the null
matrix of order n × m by 0n×m. In a symmetric block matrix,
“�” is the term deduced by symmetry; diag{d1, . . . , dn} is a
diagonal matrix with the elements/blocks d1, . . . , dn in the



Fig. 1. Secure operation.

Fig. 2. Detection operation.

main diagonal. The Minkowski sum and the Pontryagin dif-
ference of two sets X and Y are defined, respectively, by
X ⊕ Y � {x + y|x ∈ X , y ∈ Y} and X � Y � {x|x ⊕ Y ⊆ X }.
The integer remainder operation between a ∈ N and b ∈ N≥1
is denoted by a%b.

II. PRELIMINARIES

A. Proposal Overview

To investigate the secure control of a dynamic system sub-
ject to sensor deception attacks, two operation modes are
considered: 1) secure operation and 2) detection operation.

The secure operation, illustrated in Fig. 1, occurs when the
measurements are assumed to be reliable, (i.e., a cyber-attack
detector system already tested and ensured that it is not occur-
ring a cyber attack). In this case, a dual-rate controller �C

with two layers is employed for ensuring the stability of the
plant �P. The lower layer is an H∞ state-feedback controller
K, which is designed to work on the nominal sample rate,
and the upper layer is a robust MPC controller. However, the
output channel is read only at each T samples to defend the
controller from cyber attacks that can appear after the security
certification. Accordingly, the H∞ state-feedback controller is
fed by a state predictor that is refreshed at each T samples.

The detection operation mode, depicted in Fig. 2, occurs
between two reliable samples obtained with a slower sample
time T . Notice that only the output measurement yk is trans-
mitted through the network and it may be subject to cyber
attacks. In that mode, a watermark signal is injected in the
system while an attack detection module evaluates the plant

inputs and outputs to check the measurements’ reliability. In
addition, an RB is inserted to improve the DRC performance.

Hereafter, the systems under consideration are described by
the following discrete-time linear time-invariant model:

�P :

⎧
⎨

⎩

xk+1 = Axk + Bũk + Ewk

zk = Cxk + Dũk + Fwk

yk = Inxk

(1)

where A, B, C, D, E, and F are the state-space matrices with
adequate dimensions, xk ∈ X ⊂ R

n is the state vector at the
time instant k, ũk ∈ Ũ ⊂ R

m is the input vector, zk ∈ Z ⊂ R
p

is a performance output, yk ∈ R
n is the state measurements,

and wk ∈ W ⊂ R
q is an exogenous disturbance described as

W =
{

w ∈ R
n|w�w ≤ κ

}
. (2)

The plant input signal ũk presents three components

ũk = uk + ur,k + εk (3)

where uk is the control signal computed by dual-rate controller,
εk ∈ E ⊂ R

m is the watermarking signal used for attack detec-
tion, and ur,k ∈ R

m is the RB signal. This RB signal will be
designed to satisfy (cf. Section IV)

ūr,k = ur,k + εk (4)

ūr,k ∈ R (5)

where R is a partition of the input constraint set reserved to
the watermarking and RB signals.

In the proposed framework, during the secure operation
εk = 0 and ur,k = 0, and therefore, ũk = uk as shown in
Fig. 1. The other components are added only in the detec-
tion operation as depicted in Fig. 2. Consequently, the MPC
action should be designed for ensuring the state and input
constraints.

B. Attack Model

In this article, it is assumed that a malicious attacker is able
to access and corrupt the (possible watermarked) measurement
in sensor-to-controller channel in order to disrupt the system’s
operation while remaining undetected. Accordingly, denoting
the measurements signal received at the controller’s side of
the network as ỹk ∈ R

n, then

ỹk =
{

φ
(
yk−N′−1:k

)
, attack

yk, otherwise
(6)

where yk−N′−1:k = {yk−N′−1, . . . , yk} is a sequence of the last
N′ measurement values and φ : Rn ×R

N′ → R
n is a mapping

describing the attacker’s policy [39].
Remark 1: Notice that since the proposed approach does

not rely on some specific model of deception attack, (6)
represents a generic attack model. This representation encom-
passes a wide variety of deception attacks, including: false-
data injection attacks ỹk = yk + ak, where ak describes
malicious data added to the measurements; replay attacks
ỹk = yk−Ta , where Ta denotes the time shift induced by the
attack, or rerouting attacks ỹk = Ryk, where R is a routing
matrix [40].



C. Secure Operation

In this section, the proposed DRC is discussed. DRC com-
putes the signal uk that is the only signal injected in the plant
during the secure operation, i.e., ũk = uk. The control sig-
nal uk has two components: 1) an H∞ state-feedback action
ûk, which is fed by a state predictor that obtains the correct
state measurement at each T samples and 2) a finite hori-
zon MPC action ck̄, which is updated at each T samples.
Accordingly, considering that the controller receives a real
(reliable) measurement at k = 0, it results that

uk = ûk + ck̄ (7)

where k̄ ∈ N denotes the ordinality of the real measurement
samples, i.e., a new real measurement is sampled at each
instant k = k̄T . It follows that:

ûk =
{

Kxk, if k = k̄T
Kx̂k, if k �= k̄T.

(8)

Assumption 1: Under secure conditions, the correct value of
the system states is provided at each T samples, i.e., x̂k̄T+1 =
Axk̄T + Buk̄T and uk̄T = Kxk̄T + ck̄ for all k̄ ∈ N.

The control signal in (7) is based on Assumption 1
and depends on the predictions generated by the following
predictor:

x̂k+1 =
{

Axk + Buk, if k = k̄T
Ax̂k + Buk, if k �= k̄T

(9)

where x̂k ∈ R
n is the prediction of xk and x̂0 = x0.

The state-feedback gain K should be designed to ensure
the stability of the closed-loop system with guaranteed
performance with respect to the prediction error νk = x̂k − xk.
Otherwise, the MPC action is designed to ensure reference
tracking and also that the system state remains within the
domain of attraction of the local state-feedback controller.

Remark 2: Assumption 1 indicates that the design of the
proposed DRC framework requires accurate measurements of
the states at each T samples. In this regard, the data integrity
checking is carried out in the detection operation presented
in Section II-D. Thus, it is expected that some measurement
noises or estimation errors appear in the measurement of xk̄T
that is used to refresh the predictor and design the MPC.

D. Detection Operation

In the detection operation, the watermark signal εk is
injected for detecting the deception attack occurrence. It starts
periodically at the beginning of each T cycle, i.e., at k = nT .

Assumption 2: There exists a detector that is able to detect
the cyber-attack occurrence. Assume that the maximum time
spent for detecting an attack is Td ∈ N and the time required
for countermeasures against an attack is Tr ∈ N, such that
Td + Tr ≤ T .

Remark 3: Note that the attack detectability is enhanced
by means of a user’s defined watermark signal character-
ized following an unknown-but-bounded description using the
set E . On the other hand, the achievement of reliable mea-
surements after detection can be addressed by refreshing the
communication medium (software rejuvenation [41]).

During the detection operation, the control strategy
described in Section II-C is maintained, but an RB is inserted
in the loop to hide the effect of the watermark signal injection
from the controllers’ signals. The design of the attack detec-
tor and watermark signal is out of the scope of this article,
however, the RB design is based on the following assumption
on the set E :

E =
{
ε ∈ R

m|ε�ε ≤ δ
}
. (10)

Remark 4: The use of watermark signals has been proposed
to detect cyber attacks [16], [27], [39]. The watermarking sig-
nals are generally i.i.d. Gaussian random variables [16], but
they can also be optimized to increase the attack detectabil-
ity [27], or generated by watermarking filters [39].

The RB �R, which is described below, is inserted in the loop
to compensate for the effects of εk by hiding its effects from
the controller but not from the detector. Such approach allows
to preserve the stability of the system under attack during the
watermarking signal injection phase. The RB is described as
follows:

�R :

{
xr,k+1 = Arxr,k + Brūk

ur,k = R1xr,k + R2ūk
(11)

where xr,k ∈ R
n is the vector of states of the RB, ur,k

is the reconfiguration signal, which compensates for the
watermarking effects, and ūk is

ūk = uk + εk. (12)

The signal ur,k is added to the input uk to mitigate the harm-
ful effects of the watermarking signal εk, such that the resulting
input ũk, considering the controller and the RB signals, is
described (cf. Fig. 2) as follows:

ũk = ūk + ur,k. (13)

Both the H∞ controller and the MPC can be designed
despite of the watermarking and RB effect, thanks to (5).

E. Problem Statement

Based on the above discussion, this article addresses the
problem of designing a control framework to guarantee the
plant stability despite the occurrence of sensor deception
attacks without assumptions about the attack signals. For this
purpose, we only assume that there exists an active attack
detection system, which is able to periodically certify the secu-
rity of the measurements. Thus, the proposed defense strategy
is based on the use of only secure samples certified by the
attack detector. However, it is well-known the disruptive effect
of active attack detection system due to the signal injection. In
particular, this effect is exacerbated when the measurements
cannot be read every time due to the defense strategy. In this
sense, the second problem addressed by this work is to design
an RB, which is able to attenuate the undesired effects of
the watermarking without losing the residual generation abil-
ity. Accordingly, the problems addressed in this article can be
stated as follows.

Problem 1: Consider the plant �P represented by (1) with
wk ∈ W and the DRC framework depicted in Fig. 1 based



on the predictor (9) subject to Assumptions 1 and 2. Find
the gain K and the MPC action ck̄, which ensure that �P

is robustly stable with respect the prediction error during the
secure operation and the constraints xk ∈ X and ũk ∈ Ũ hold.

Problem 2: Consider the plant �P represented by (1) with
wk ∈ W and the DRC framework depicted in Fig. 2 based
on the predictor (9) subject to Assumptions 1 and 2 and to
the watermark signal εk ∈ E . Find the RB �R in (11), which
minimizes the performance degradation due to εk.

III. DESIGN OF THE H∞ STATE-FEEDBACK CONTROLLER

The feedback of the predictions of the states produces an
additional disturbance νk ∈ R

n in the control input channel.
The H∞ predictor-based controller described by (8) and (9)
is represented by the following simplified law:

ûk = Kxk + Kνk (14)

where recalling that at each T samples the predictor is
refreshed with reliable data, the error νk induced by the state
predictor (9) can be bounded as ‖νk‖ ≤ ν (cf. Section V-A).
Therefore, neglecting the effects of the MPC action ck̄ and the
watermarking signal εk, and considering the above simplified
state-feedback law, the inner control loop is represented as

⎧
⎨

⎩

xk+1 = Āxk + B̄w̄k

zk = C̄xk + D̄w̄k

yk = Inxk

(15)

where w̄k = [ν�
k w�

k ]�, Ā = A + BK, C̄ = C + DK, B̄ =
[BK E], and D̄ = [DK F].

The noise sensitivity transfer function Tw̄z : w̄ �→ z is
nonexpansive if and only if �∞

k=0z�
k zk ≤ �∞

k=0w̄�
k w̄k. Thus,

the H∞-norm is ‖Tw̄z‖∞ ≤ γ , if the performance index
I∞ = ∑∞

k=0 z�
k zk − γ 2w̄�

k w̄k is negative. In this case, (15)
is said robustly stable with ‖Tw̄z‖∞ ≤ γ .

Theorem 1: The control law (14) ensures the robust stabil-
ity of (15) with guaranteed H∞-norm ‖Tw̄z‖∞ ≤ γ if the
following condition holds:
⎡

⎢
⎢
⎢
⎢
⎣

P − V − V� � � � �

0n×n ρIn − V − V� � � �

0q×n 0q×n −ρIq � �

AV + BY BY ρE −P �

CV + DY DY ρF 0n×n −In

⎤

⎥
⎥
⎥
⎥
⎦

≺ 0

(16)

for some matrices P � 0, Y , V , and scalar ρ > 0. The gain K
and guaranteed norm ρ are given, respectively, by

K = YV−1, γ = ρ− 1
2 . (17)

Proof: Choose the following Lyapunov candidate function
V(xk) = x�

k P−1xk with P � 0. The difference �V(xk) =
V(xk+1) − V(xk) is given by

�V(xk) = (
Āxk + B̄w̄k

)�
P−1(Āxk + B̄w̄k

) − x�
k P−1xk

which can be represented in matrix form as
[

xk

w̄k

]�[
Ā�P−1Ā − P−1 �

B̄�P−1Ā B̄�P−1B̄

][
xk

w̄k

]

≺ 0. (18)

Given Young’s inequalities ρIn −V� −V � −ρ−1V�V and
P − V� − V � −V�P−1V , thus (16) implies

⎡

⎢
⎢
⎢
⎢
⎣

−V�P−1V � � � �

0n×n −ρ−1V�V � � �

0q×n 0q×n −ρIq � �

AV + BY BY ρE −P �

CV + DY DY ρF 0n×n −In

⎤

⎥
⎥
⎥
⎥
⎦

≺ 0

that is equivalent to the following inequality, consider-
ing (17), when it is post and premultiplied, respectively, by
diag

{
V−1, V−1, ρ−1Iq, In, In

}
and its transpose

⎡

⎢
⎢
⎢
⎢
⎣

−P−1 � � � �

0n×n −ρ−1In � � �

0q×n 0q×n −ρ−1Iq � �

A + BK BK E −P �

C + DK DK F 0n×n −In

⎤

⎥
⎥
⎥
⎥
⎦

≺ 0.

According to Schur’s complement lemma and substitut-
ing (17), it follows that (16) is equivalent to

[
Ā�PĀ − P + C̄�C̄ �

B̄�PĀ + D̄�C̄ B̄�PB̄ + D̄�D̄ − γ 2In

]

≺ 0. (19)

Pre and postmultiplying (19), respectively, by [x�
k w̄�

k ] and
its transpose, and considering (18), it follows that:

∞∑

k=0

z�
k zk − γ 2w̄�

k w̄k + �V(xk) < 0. (20)

Note that the first element of (19) ensures that (15) is
asymptotically stable. If the closed-loop system is asymp-
totically stable and considering null initial conditions, then
V(xk)|k=0 = V(xk)|k→∞ = 0 and (20) is equivalent to

∞∑

k=0

z�
k zk − γ 2w̄�

k w̄k + �V(xk) − �V(xk) < 0. (21)

Finally, (21) implies I∞ < 0. Therefore, (15) is robustly
stable with the guaranteed H∞-norm ‖Tw̄z‖∞ ≤ γ .

The state-feedback controller designed by means of
Theorem 1 is able to guarantee the H∞-norm ‖Tw̄z‖∞ ≤ γ .
However, during the detection operation, the prediction error
νk and, consequently, w̄k tends to increase, which also should
make zk increase and xk diverge from the origin. Although the
prediction error is reset at each T samples, it is necessary to
ensure that the constraint xk ∈ X always holds. To ensure it,
the MPC action ck is designed in Section V.

IV. DESIGN OF THE H∞ RECONFIGURATION BLOCK

In the sequel, the RB is designed to make the plant dynam-
ics (1) converge to the nominal system dynamics given by the
predictor dynamics (without attack, watermarking, RB, and
disturbances). Considering the control signal (7), and the RB
in (11), then the plant and predictor states, respectively, xk and
x̂k, are described as follows:

xk+1 = Axk + BR1xr,k + B(K + R2K)x̂k + (B + BR2)εk + Ewk

(22)

x̂k+1 = (A + BK)x̂k. (23)



Let the error signals x�,k and ek be defined as follows:

x�,k = xr,k − x̂k (24)

ek = xr,k − xk. (25)

Therefore, the errors’ dynamics are described as follows:

x�,k+1 = Arxr,k + BrKx̂k + Brεk − �̄x̂k

±(
�̄ + BrK

)
xr,k

= (
�̄r − �̄

)
xr,k + (

�̄ − BrK
)
x�,k + Brεk (26)

ek+1 = Arxr,k + BrKx̂k + Brεk − [
Axk + BR1xr,k

+ B(K + R2K)x̂k + (B + BR2)εk + Ewk
]

±(
�̄ + BR2K + BrK

)
xr,k

= (
�̄r − �̄

)
xr,k + (

�̄ − Br
)
x�,k (27)

where �̄ = A + BK and �̄r = Ar + BrK. Similarly, the RB
in (11) can be rewritten as

�R :

{
xr,k+1 = �̄rxr,k − BrKx�,k + Brεk

ur,k = (R1 + R2K)xr,k − R2Kx�,k + R2εk.
(28)

Therefore, defining x̃�
k = [x�

r,k x�
�,k e�

k ], and w̃�
k =

[ε�
k w�

k ], the following dynamics are obtained:

x̃k+1 = Ãx̃k + B̃w̃k

z̃k = C̃x̃k = xk (29)

where

Ã =
⎡

⎣
�̄r −BrK 0

�̄r − �̄ �̄ − BrK 0
�̄r − �̄ − B(R1 + R2K) B� A

⎤

⎦

B̃1 =
⎡

⎣
Br

Br

Br − BR2 − B

⎤

⎦, B̃2 =
⎡

⎣
0
0

−E

⎤

⎦, B̃ = [
B̃1 B̃2

]

B� = BK + BR2K − BrK, C̃ = [In 0 − In].

The RB input ur,k can be also written as

ur,k = R̄x̃k + R2εk (30)

where R̄ = [
R1 + R2K −R2K 0

]
.

The RB is designed to ensure the robust stability of (29)
with guaranteed H∞-norm ‖Tw̃z̃‖∞ ≤ γ̃ .

Theorem 2: The RB �R described in (11) ensures the robust
stability of (29) with guaranteed H∞-norm ‖Tw̃z̃‖∞ ≤ γ̃ if the
following condition holds:

⎡

⎢
⎢
⎣

−Ṽ − Ṽ� + P̃ 0 YA YB

� −In C̃ 0
� � −P̃ 0
� � � −ρ̃Iq+m

⎤

⎥
⎥
⎦ ≺ 0

YA = ṼÃ =
⎡

⎣
�̃r −B̃rK 0

�̃r − �̃ �̃ − B̃rK 0
�̃r − �̃ − (R̃1 + R̃2)K B̃� VrA

⎤

⎦

YB = ṼB̃ =
⎡

⎣
B̃r 0
B̃r 0

−B� −VrE

⎤

⎦

�̃ = VrA + VrBK, �̃r = Ãr + B̃rK

B̃� = VrBK + R̃2K − B̃rK, Ṽ = diag{Vr, Vr, Vr} (31)

for some matrices P̃ � 0, Ar, B̃r, R̃1, R̃2, Vr, and scalar ρ̃ > 0,
and a given state-feedback gain K. The RB matrices and the
guaranteed norm γ̃ are given by

Ar = V−1
r Ãr, Br = V−1

r B̃r, R1 = (VrB)†R̃1 (32)

R2 = (VrB)†R̃2, γ̃ = √
ρ̃. (33)

Proof: Choosing V(x̃k) = x̃�
k P̃x̃k as the Lyapunov candi-

date function with a symmetric positive-definite matrix P̃, the
difference �V = V(x̃k+1) − V(x̃k) is

�V(x̃k) =
[

x̃k

w̃k

]�[
Ã�P̃Ã − P̃ B̃�P̃Ã

� B̃�P̃B̃

][
x̃k

w̃k

]

.

Let I∞ = ∑∞
k=0 z̃�

k z̃k − γ̃ 2w̃�
k w̃k be the performance index.

Following the same steps of the proof of Theorem 1, if
the closed-loop system is asymptotically stable and consid-
ering null initial conditions, then I∞ < 0, for V(x̃k)|k=0 =
V(x̃k)|k→∞ = 0. It holds if

[
C̃�C̃ + Ã�P̃Ã − P̃ B̃�P̃Ã

� B̃�P̃B̃ − γ̃ 2In+m

]

≺ 0. (34)

Considering −Ṽ−Ṽ�+P̃ � −Ṽ�P̃−1Ṽ , and (33), then (31)
implies

⎡

⎢
⎢
⎣

−Ṽ�P̃−1Ṽ 0 YA YB

� −In C̃ 0
� � −P̃ 0
� � � −γ̃ 2Iq+m

⎤

⎥
⎥
⎦ ≺ 0. (35)

Pre and postmultiplying (35) by, respectively,
diag

{
Ṽ−�, In, I3n, Iq+m

}
and its transpose, and

considering (32), (33), it implies
⎡

⎢
⎢
⎣

−P̃ 0 Ã B̃
� −In C̃ 0
� � −P̃ 0
� � � −γ̃ 2Iq+m

⎤

⎥
⎥
⎦ ≺ 0 (36)

which results in (34), according to Schur’s complement
Llemma. Therefore, using the arguments of Theorem 1’s proof,
it is shown that (31) ensures that (29) is robustly stable with
the H∞-norm ‖Tw̃z̃‖∞ ≤ γ̃ .

Theorem 3: Let the signal ūr,k be defined according to (4),
for the watermark εk ∈ E and the RB signal ur,k [cf. (10)
and (30)], and the set R be

R =
{

u ∈ R
m|u�Puu ≤ 1

}
. (37)

The inclusion ūr,k ∈ R holds if there exist symmetric positive-
definite matrices Q and Pu, and positive scalars σ2, σ4, and
τ1, satisfying

1 − σ1 − δσ2 − σ3 − κσ4 ≥ 0 (38)

1 − τ1 − δτ2 ≥ 0 (39)

� � 0, � � 0

� =
⎡

⎣
�11 �12 �13
� �22 �23
� � �33

⎤

⎦, � =
[
�11 − τ1Q �12

� �22 − τ2Im

]

�11 = −Ã�QÃ + σ1Q + σ3�11, �12 = −Ã�QB̃1 + σ3�12

�22 = −B̃�
1 QB̃1 + σ2Im + σ3�22,�33 = −B̃�

2 QB̃2 + σ4In



�23 = −B̃�
1 QB̃2, �22 = (R2 + Im)�Pu(R2 + Im)

�11 = R̄�PuR̄, �12 = R̄�Pu(R2 + Im) (40)

for given positive scalars σ1, σ3, and τ2.
Proof: Based on (30) and (37), for ξ�

k = [x̃�
k ε�

k ] and G =
[R̄ R2 + Im], the inclusion εk + ur,k ∈ R results

ξ�
k G�PuGξk ≤ 1. (41)

Using the S-procedure, and considering that εk ∈ E and
wk ∈ W , with E and W described, respectively, in (10) and (2),
the following inequality implies (41):
(

1 − ξ�
k G�PuGξk

)
− τ1

(
1 − x̃�

k Qx̃k

)
− τ2

(
δ − ε�

k εk

)
≥ 0.

(42)

Similarly, according to the S-procedure, the set x̃�Qx̃ ≤ 1
is a robustly positively invariant set for the dynamics in (29)
if the following inequality holds:

(
1 − x̃�

k+1Qx̃k+1

)
− σ1

(
1 − x̃�

k Qx̃k

)
− σ2

(
δ − ε�

k εk

)

− σ3

(
1 − ξ�

k G�PuGξk

)
− σ4

(
κ − w�

k wk

)
≥ 0. (43)

Notice that (38)–(40) imply (42) and (43), which concludes
the proof.

V. TUBE-BASED MODEL PREDICTIVE CONTROLLER

A. Propagation of States and Error During Detection
Operation

Consider the predictions x̂k = xk +νk generated by the state
predictor in (9), then the resulting control law (considering the
MPC action), is described as follows:

uk̄T+i = Kx̂k̄T+i + ck̄T . (44)

In this regard, the predictions x̂k̄T+i, for i ∈ N≤T−1, are

x̂k̄T+i = �ixk̄T + �ick̄T (45)

where �0 = In, �0 = 0, and

�i = (A + BK)i, �i =
i−1∑

j=0

(
�jB

)
. (46)

Similarly, the plant states xk̄T+i are computed by substitut-
ing (44) and (45) in (1), yielding

xk̄T+i = �ixk̄T + �ick̄T + Wi (47)

where

Wi = AWi−1 + Ewi−1 =
i−1∑

j=0

AjEwk̄T+j, W0 = 0. (48)

Consequently, comparing (45) and (47), the prediction error
is computed by νk̄T+i = x̂k̄T+i − xk̄T+i = −Wi. Thus, from
wk ∈ W , it follows that νk̄T+i ∈ −Wi with W0 = ∅ and

Wi = AWi−1 ⊕ EW . (49)

B. Robust MPC Design

In the proposed approach, a robust MPC action is designed
with the slower sample rate, i.e., the control action ck̄T is
updated at each T samples. Thus, based on (47), the following
model describes the system states at each T samples:

x(
k̄+1

)
T = �Txk̄T + �Tck̄T + WT (50)

where according to (46), �T and �T are given by

�T = (A + BK)T , �T =
T−1∑

j=0

(
�jB

)
(51)

and WT ∈ WT . Additionally, given the input constraint Ũ , the
corresponding input space for (50), with a sample rate of T
times the sampling period of (1), is given by ŨT = TŨ .

Below, the robust control strategy devised in [42] is used for
robustly stabilizing (50) to a neighborhood of the origin, while
guaranteeing constraint satisfaction and recursive feasibility.
This robust MPC scheme first requires the offline computation
of the reachable sets for the mismatch between the disturbed
system (50) and the nominal system (i.e., nondisturbed). Then,
a deterministic MPC with tighter constraints is solved online
for the nominal system. At this point, since �T is ensured to
be Schur stable by means of the state-feedback H∞ controller,
there is no need to design a local control law for attenuating
the effect of the uncertainty in the prediction. Hence, the error
between the disturbed and nominal system is confined within
the following reachable set:

X̄ (i) =
i−1⊕

j=0

(
�

j
TWT

)
, X̄ (0) = ∅ (52)

whereas the state-feedback H∞ controller plus watermark
signal plus RB block is bounded by

Ū =
T−1⊕

j=0

(
K�jWj ⊕ R)

. (53)

Therefore, the following control policy is considered [42]:

ck̄ = g∗(0|k̄T
)

(54)

where g∗(0|k̄T) is the optimum point (computed at k̄T) of the
following H-horizon MPC optimization problem:

min
g(0),...,g(H−1)

H−1∑

i=0

(
‖x(i)‖2

QJ
+ ‖g(i)‖2

RJ

)
+ �(x(H)) (55a)

s.t. x̄(i + 1) = �T x̄(i) + �Tg(i) (55b)

x(0) = xk̄T (55c)

x̄(i) ∈ X � X̄ (i) (55d)

g(i) ∈ ŨT � Ū (55e)

x̄(H) ∈ � � X̄ (H) (55f)

∀i ∈ N≤H−1. (55g)

The terminal cost �(·) in (55a) is used to ensure the closed-
loop stability, and it is computed using a Lyapunov function for
a control law that stabilizes the nominal system. Besides, (55f)
imposes that the last element of the predicted sequence belongs



to the robust positively invariant (RPI) set �. Iterative proce-
dures for computing the maximal RPI set in the state constraint
set (and taking into account input constraints) are given in [43].
Additionally, matrices QJ = Q�

J � 0 and RJ = R�
J � 0 are

tuning parameters for the MPC control law.
Remark 5: The parameter T plays an important role in the

DRC. On the one hand, from a security point of view, it
is desirable to enlarge parameter T due to: 1) during the
detection mode, the DRC is resilient to sensor attacks since
it is not using unreliable data and 2) the user’s detection
scheme has more time to detect the attack and certificate
the state of the communications network. On the other hand,
large values of T affect the system closed-loop performance
and may result in an empty solution space for the MPC
[empty sets in (55d)–(55f)] or in a reduced domain of attrac-
tion. Accordingly, parameter T must be selected to meet the
minimum requirements in Assumption 2, while providing an
admissible domain of attraction for the upper tier robust MPC
controller.

C. DRC Framework

The next result indicates the convergence of the DRC frame-
work, which integrates the prediction-based state-feedback,
RB, and MPC, whose are described in the previous sections.

Proposition 1: Provided that the initial state x0 is a fea-
sible point of (55), and a detector block capable to satisfy
Assumptions 1 and 2. Then, the control policy introduced
in Section II is capable to robustly steer the system to a
neighbourhood of the origin, while guaranteeing robust con-
straint satisfaction, under any man-in-the-middle attack of the
form (6).

Proof: The attack independence follows from the fact that
the DRC formulated in Section II operates using only mea-
surements obtained each T samples, which are secure from
Assumptions 1 and 2. Regarding the system stability, the H∞
controller attenuates the effect of the prediction error νk during
the detection operation, which from Assumption 1 is bounded
on νk ∈ WT−1. Moreover, the robust MPC controller is for-
mulated for a tightened set of constraints that account for the
effect of the watermark signal, the RB, and the attenuated
prediction error. Hence, given a feasible x0, from [42, Th. 8],
it follows that xk ∈ X , uk ∈ Ũ for all k ≥ 0 and xk → X̄ (∞)

as k → ∞.
The design and execution steps for the proposed DRC

framework are summarized in Algorithm 1. The control
parameters of the prediction-based state-feedback controller
and the RB, as well as the MPC ingredients, are designed
offline as indicated in the lines 2–5 of the offline phase of
Algorithm 1. In particular, a convex optimization problem is
solved to compute the gain K [cf. (17)] subject to the con-
straint (16) while maximizing the scalar ρ. Similarly, the
RB parameters Ar, Br, R1, and R2 are obtained based on
Theorem 2, in particular (32) and (33), by minimizing ρ̃

under the constraint (31). Finally, the set R that is used in
the MPC problem (55) is computed based on Theorem 3
by maximizing the trace of Pu under the constraints (38)
and (40).

Algorithm 1 DRC Framework
OFF-LINE PHASE

1: Design the attack detector and the watermark signal such
that εk ∈ E

2: Compute the state-feedback gain K using Theorem 1
3: Compute the RB gains Ar, Br, R1, and R2 using

Theorem 2
4: Compute the set R using Theorem 3
5: Compute the MPC ingredients � and �(·)

ON-LINE PHASE (for each k ∈ N)
1: if k mod T = 0 then
2: ûk = Kxk

3: Solve the MPC problem (55) to obtain ck

4: else
5: ûk = Kx̂k

6: end if
7: uk = ûk + ck

8: ūk = uk + εk

9: ur,k = R1xr,k + R2ūk

10: ũk = ur,k + ūk

11: Check the attack occurrence
12: if an attack is detected then
13: Recover the network security
14: end if
15: if k mod T = 0 then
16: x̂k+1 = Axk + Buk

17: else
18: x̂k+1 = Ax̂k + Buk

19: end if
20: xr,k+1 = Arxr,k + Brūk

VI. APPLICATION EXAMPLE: QUADRUPLE TANK PROCESS

This section applies the proposed secure-control strategy
to a quadruple-tank system subject to attacks to illustrate
the defensive capabilities of the DRC strategy and the RB
effectiveness for mitigating the watermark signal effect.

The quadruple-tank system [44] is a well-known benchmark
used to evaluate control and supervision strategies, and it has
been also employed to evaluate secure-control and cyber-attack
detection techniques in [11] and [12]. The nonlinear dynamics
of the quadruple-tank system are described as follows:

dh1

dt
= − a1

A1

√
2gh1 + a3

A1

√
2gh3 + γ1k1

A1
v1 + e1w1

dh2

dt
= − a2

A2

√
2gh2 + a4

A2

√
2gh4 + γ2k2

A2
v2 + e1w1 + e2w2

dh3

dt
= − a3

A3

√
2gh3 + (1 − γ2)k2

A3
v2 + e1w1 + e3w3

dh4

dt
= − a4

A4

√
2gh4 + (1 − γ1)k1

A4
v1 + e1w1 + e4w4

z1 = kch1, z2 = kch2, yi = hi ∀i = 1, . . . , 4 (56)

where vj, for j ∈ 1, 2, is the control input such that kjvj is the
jth input flow rate, hi, Ai, and ai denote, respectively, the liquid
level, the cross-section area, and the outlet hole cross-section
of the ith tank, g is the gravity acceleration, and γj ∈ [0, 1] is
the position of the jth valve. The values of these parameters



TABLE I
QUADRUPLE TANK PROCESS PARAMETERS

are given in Table I, and the superscript o indicates the chosen
operation point that is suggested by [44].

Linearizing (56) around the operating point and using Euler
discretization with a sampling time of 1 s, a linear discrete-
time model as (1) is obtained, describing the dynamics of
�hk,i = hk,i − ho

k,i and �vk,i = vk,i − vo
k,i with

x�
k =

[
�h�

k,1 �h�
k,2 �h�

k,3 �h�
k,4

]
, u�

k =
[
�v�

k,1 �v�
k,2

]

z�
k =

[
�z�

k,1 �z�
k,2

]
, C = [

kcI2 02×2
]
, D = 02×2

A =

⎡

⎢
⎢
⎢
⎣

− 1
T1

0 A3
A1T3

0

0 − 1
T2

0 A3
A1T3

0 0 − 1
T3

0

0 0 0 − 1
T4

⎤

⎥
⎥
⎥
⎦

, B =

⎡

⎢
⎢
⎢
⎢
⎢
⎣

γ o
1 ko

1
A1

0

0
γ o

2 ko
2

A2

0 (1−γ o
2 )ko

2
A3

(1−γ o
1 )ko

1
A4

0

⎤

⎥
⎥
⎥
⎥
⎥
⎦

E =

⎡

⎢
⎢
⎣

e1 0 0 0
e1 e2 0 0
e1 0 e3 0
e1 0 0 e4

⎤

⎥
⎥
⎦, Ti = Ai

ai

√
2ho

i

g
.

The system states and inputs satisfy the elementwise con-
straints hi ∈ [0, 20] cm, u1, u2 ∈ [−3, 3]. Besides, the
disturbance vector w�

k = [w�
1 w�

2 w�
3 w�

4 ] is assumed to be a
uniformly distributed random variable within the disturbance
set W = {w ∈ R

4|w�w ≤ √
2}.

In this example, it is considered that a malicious attacker
launches a replay attack on the system outputs. Notably, the
attacker secretly records the output signal yk in the time
interval k ∈ [2, 19]. Hence, following the attack descrip-
tion (6), the received output signal is:

ỹk =
{

y2+Ta , if k ≥ krep
yk, otherwise

(57)

where Ta = k%18, and the data replay starts at k = krep.

A. Attack Detector

In the sequel, the system operation is assessed by means
of an anomaly detector fed with the input signal ūk and the
(possible compromised) output signal ỹk (cf. Fig. 2). In partic-
ular, the system is evaluated according to the values adopted
by a residual signal that compares the received system outputs
with its estimates generated using a Luenberger observer. The

attack detector is described as follows:
{

x̂o,k+1 = (A − L)x̂o,k + Būk + Lỹk

rk = ỹk − x̂o,k
(58)

where rk ∈ R
n is the residual, x̂o,k ∈ R

n is the state of the
Luenberger observer, and the gain L is designed to ensure that
A−L is Schur. Additionally, by taking into account the bounds
on process disturbances wk, a healthy steady-state residual set
denoted as RH is computed, in such a way that an alarm is
triggered whenever rk /∈ RH .

Watermark Signal: A watermarking strategy is used for eval-
uating the DRC. In particular, a set of finite N-step sequences
to guarantee the attack detection until the Nth sample. As
proposed in [45], the open-loop input sequences are designed
by solving a mixed-integer quadratic program to guarantee the
separability of the reachable zonotopic set of residuals con-
sidering the uncertainties bounded by (2).1 The sequences are
specifically devised to detect replay attacks and exploit the
temporal mismatch between the record and replay phases in
order to ensure that if under attack, the residual signal must
satisfy rk′+N /∈ RH . Additionally, the sequences are designed
to be within a preestablished set E . Notice that it is highly
unlikely that the attacker’s signal is similar to the watermark
since the watermarking signal is inherently random, i.e., a ran-
dom sequence of the set of designed signals is used every time.
For more details on the watermarking design methodology, the
reader may refer to [45].

Remark 6: In this simulation example, the replay attack
in (57) and the residual-based attack detector with
watermarking described in Section VI-A are considered to
evaluate the proposed DRC framework. However, any effec-
tive watermarking-based attack detector can be used under
Assumptions 1 and 2 for ε ∈ E [cf. (10)], and the security is
guaranteed for generic deception attacks as described in (6).

B. Dual-Rate Controller and RB Design

The application of the Theorems 1 and 2 to design, respec-
tively, the state-feedback controller and the RB, provides the
following values of K, Ar, Br R1, and R2

2:

K =
[−4.5070 0.0305 −0.1977 −0.0003
−0.0091 −14.5692 −0.0225 −0.5421

]

Ar =

⎡

⎢
⎢
⎣

−0.2194 −0.1905 −0.0226 −0.0193
−0.2955 −0.1934 −0.0170 −0.0138
−0.3048 −0.5440 0.4596 −0.0290
−0.3154 −0.2200 −0.0193 0.4704

⎤

⎥
⎥
⎦

Br =

⎡

⎢
⎢
⎣

−0.0230 −0.0180
−0.0251 −0.0198
−0.0284 −0.0181
−0.0256 −0.0206

⎤

⎥
⎥
⎦, R2 =

[−1.0360 −0.0322
−0.0509 −1.0286

]

R1 =
[−5.3725 −0.5566 0.3579 1.4597
−1.2907 −15.7439 −1.1248 7.7786

]

.

1The YALMIP parser and the GUROBI solver are used to compute the
watermarking signals.

2The YALMIP parser and the MOSEK solver are used to compute the
control parameters.
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TABLE II
COMPARISON BETWEEN THE RMS QUADRUPLE-TANK RESPONSES

An MPC with horizon H = 5 is designed for T = 20
and matrices QJ = I4 and RJ = 0.5I2. Theorem 3 is used to
compute the set R with

Pu =
[

0.0025 −0.0003
−0.0003 0.0001

]

.

C. Results

To show the advantages of using the proposed DRC scheme
for defending the system from cyber attacks, the DRC is
compared to the usual H∞ state-feedback control where the
same K designed above is employed without predictor, i.e.,
the state-feedback controller receives all the measurements.
Furthermore, the responses of the DRC strategy with and with-
out RB are also compared to evaluate the effect of the RB in
the system and in the attack detection.

In particular, the simulation considers the occurrence of sen-
sors’ replay attack at krep = 85, within the detection phase
starting at k = 80. Under Assumption 1, the attack is miti-
gated at the next multiple of T after the attack detection, i.e.,
a secure measurement is obtained at k = 100. However, the
attack is repeated in the next cycles to highlight the effect of
the DRC.

The simulations results are depicted in Figs. 3 and 4.
The system state trajectories are depicted in Fig. 3, and
the replay attack signal ỹk, defined in (57), are shown in
Fig. 5. Notice that the DRC is able to prevent the replay
attack effects with and without RB [Fig. 3(a)–(c)], while
the state-feedback control is more sensitive to the attack
occurrence as depicted in Fig. 3(d). By comparing Fig. 3(a)
and (c), it is clear the RB effectively reduces the impact of
the watermarking in the system trajectories. Table II com-
pares the root mean square (RMS) of the responses depicted
in Fig. 3. It indicates the advantages of the DRC when
compared with state-feedback controller. In particular, while
the watermarking deteriorates the performance, the response
of DRC with RB is very similar to the response without
watermarking.

Fig. 4 depicts the attack detection results. In Fig. 4(a), the
detector is not able to detect anything (residuals within the
healthy residual set RH in blue), because there is no water-
mark injection, and thus, the replay attack cannot be revealed
without an active detection method. The watermark signal
injection is enough to ensure the detection with DRC or state-
feedback control as depicted in Fig. 4(b) and (d). Moreover,
Fig. 4(c) indicates that the RB is not affecting the detec-
tion ability, although it is able to reduce the watermarking
effect in the system trajectories. That is possible due to the
choice of the input signals to the detector that excludes RB
signal.

(a)

(b)

(c)

(d)

Fig. 3. States’ responses under replay attack occurring at k = 85.
(a) Quadruple-tank responses for DRC without watermarking. (b) Quadruple-
tank responses for DRC with watermarking and without RB. (c) Quadruple-
tank responses for DRC with watermarking and RB. (d) Quadruple-tank
responses for state-feedback control with watermarking.

VII. CONCLUSION

This article has presented a novel secure-control based
on DRC framework. This control scheme ensures the sta-
bility of the system using an MPC and a predictor-based
H∞ controller that replaces the untrustworthy measurements
by predictions until the measurements are considered secure.
Since the security certification is usually done by an attack
detector after injecting watermarking signals, it is proposed



Fig. 4. Attack detection results where it is verified whether the residuals
belong or not to the healthy set RH (blue set). (a) Attack detection with-
out watermarking. (b) Attack detection with DRC without RB. (c) Attack
detection with DRC and RB. (d) Attack detection with state-feedback control.

to use an RB to attenuate the performance degradation due
to watermarking. The proposed secure-control framework dis-
regards any assumption on the attacker behavior, since only
predictions are used while the measurements are not reliable.
The simulation results show the effectiveness of the DRC
in both: healthy and under attack operation. In addition, the
results also illustrate the capability of the RB to alleviate the
harmful effect of injecting a watermark signal during the con-
troller’s open-loop operation, while preserving the detection
capabilities of the watermarking strategy.

Fig. 5. Replay attack description. The samples within the interval [2, 19] are
recorded (time interval with yellow background), and they are replayed from
the instant krep = 85 (time interval with magenta background).

Finally, three promising research directions have been iden-
tified, namely: the joint design of the watermarking strategy
and the DRC to improve closed-loop operation; the application
of the DRC to the networked control context where redun-
dant information present in sensor networks could be used to
close the loop when there is no local reliable measurement as
proposed in [23], and the extension of double-tier schemes to
aperiodic implementations with the intention of enlarging the
length of the detection operation.
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