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Abstract—Energy storage systems can provide a solution for
the current challenges derived from the increasing penetration
of renewable energies. Each energy storage system has different
characteristics so their combination can be the best solution to
achieve the requirements of a given scenario. To achieve the
maximum potential of the Energy storage system they must be
supplied with an optimal control strategy. Traditional control
strategies only focus on increasing self consumption and do
not take into consideration future generation and load. Model
predictive control can use load and generation forecasts to
provide a multi-objective solution which takes into consideration
energy storage system degradation, grid congestion and self
consumption between others. Neural networks are used to obtain
the generation and load forecast, trained with empirical data
from real households. An online model based predictive controller
implemented for a grid composed by one lithium-ion battery,
one vanadium redox flow battery, photovoltaic generation and
electric consumption of 14 households. Finally the results of
the classical method of maximizing self consumption, the ideal
predictive controller considering perfect forecast and the real
predictive controller are shown and discussed.

Index Terms—Energy management, hybrid energy storage
systems, Model predicitve control, Neural Networks

I. INTRODUCTION

The increasing importance of renewable energy sources
(RES) and their integration with the electric grids have brought
many new challenges concerning voltage regulation, stability
and power quality in the grids [[1]. For further use of RES in
electrical grids, the problems due to their non-dispatch-able
and intermittent nature should be addressed.

The use of photovoltaic panel (PV) systems combined with
energy storage systems (ESS) has been proved useful to
mitigate these issues [2]] [3]]. Different ESS have different
power and energy capabilities so combined they offer more
potential in electrical systems [4]. ESS with high-energy stor-
age capabilities, such as Fuel cells (FC)-electrolyser systems
[S], [6] and redox flow batteries (RFB) [7], have generally

This research is part of the CSIC program for the Spanish Recovery, Trans-
formation and Resilience Plan funded by the Recovery and Resilience Facility
of the European Union, established by the Regulation (EU) 2020/2094, CSIC
Interdisciplinary Thematic Platform (PTI+) Transicion Energetica Sostenible+
(PTI-TRANSENER+ project TRE2103000), the Spanish Ministry of Sci-
ence and Innovation under projects MAFALDA (PID2021-1260010B-C31
funded by MCIN/AEI/ 10.13039/501100011033 / ERDFE,EU), and MASHED
(TED2021-129927B-100), and by the Spanish Ministry of Universities funded
by the European Union - NextGenerationEU (2022UPC-MSC-93823)

Electrical
Consumption

PV
Generation

¢

|
:g:

~aa.

7] R

Li-ion Vanadium Redox Grid
Battery Flow Battery

Fig. 1. Microgrid scheme.

a slow dynamic response and lower efficiencies. In contrast,
ESS with high power capabilities, such as supercapacitors or
flywheels, have an excellent dynamic response but can store a
small amount of energy. In the middle of the spectrum would
lay ESSs such as Li-ion or conventional batteries. According
to the given scenario, the optimal combination and dimension
of each ESS should be found.

To obtain the maximum performance, a proper energy
management control should be established. The energy man-
agement strategy should take into consideration multiple ob-
jectives such as reducing battery degradation, avoiding grid
congestion and maximizing self consumption (MSC). How-
ever, most of the conventional strategies focus only on the
latter.

Only focusing in self consumption can lead to grid satura-
tion. The MSC strategy charges all the extra generation into
the ESS leading to early charge in high generation days (Fig.
@. Then, when the generation peak is reached, the ESS cannot
store more energy and it has to be completely absorbed by the
grid, which could saturate it [1]].

Another main aspect to take into account is ESS degrada-
tion. Though analysing battery degradation is a complicated
issue, high charging or discharging powers or maintaining a
high state of change (SOC) are factors that increase degra-
dation in Li-ion batteries [8]] [9]. The MSC strategy tries to
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Fig. 2. MSC under high generation in PV, Li-ion and RFB system.

use the ESS as much as possible to compensate generation an
load differences leading to high charge and discharge powers.
By taking into consideration future loads or generation, the
battery could be either charged or discharged slower, reducing
its degradation. Additionally, if the battery remains at high
SOCs, its degradation is increased.

Model predictive control (MPC) is a control strategy that
uses a model of the system to predict its future evolution
[10]. As future states can be obtained using the model, the
optimal control action can be found by minimizing a cost
function. By defining properly such a function, several goals
like grid congestion, ESS degradation and self consumption
can be simultaneously taken into account. MPC can include
future inputs forecast and would be able to be implemented
online [11]]. Although the MSC strategy could be modified to
include forecast information, due to rule-based nature, it is
difficult to guarantee that it provides an optimal solution.

To simulate the generation and consumption of the grid,
data from a collection of households with PV generation in

Australia has been used [12]. A generation and load predictor
of the grid will be implemented in order to supply the MPC
with a generation and consumption forecasts. The forecast
will be obtained using Neural networks (NN), a machine
learning method which obtains information from previous
empirical data to make future predictions. Their use has
extended significantly in the last decade and previous works
show promising results in PV generation and load demand
forecasts [13[] [[14].

The remainder of the paper has the following structure:
Section [[] describes the microgrid justifying the component
selection. Section [[II| explains the forecast units fundamentals,
structures and the input data available. Section explains
the MPC fundamentals, cost function, system model and
constrains. Section [V] presents the main results and finally
conclusions are summarized in Section [VIl

II. SYSTEM DESCRIPTION

This work implements an MPC controller in a PV hybrid
ESS system consisting in a RFB and a lithium-ion battery
connected to the grid (Fig. [T). The potential of the RFB lays
on the fact that they can increase their energy capacity just by
increasing the tank size of its electrolytes. Additionally, as the
electrolytes are in different tanks which are not connected,
it suffers low degradation and self discharge [15]]. This fact
makes them ideal for long-term energy storage. On the other
hand, the lithium-ion batteries have higher efficiency, but are
less scalable and suffer higher ageing degradation.

Therefore, the desired grid behaviour is that the RFB stores
the extra energy from high-generation days to be used in the
low-generation ones. In contrast, the Li-ion battery should
store just the necessary daily energy to provide energy until
the next solar panel generation cycle restarts. This procedure
should be done smartly, minimizing the grid interaction and
avoiding high grid power peaks that could lead to grid con-
gestion.

III. FORECAST

NNs operate by combining the information of the inputs
through weights and activation functions. They are composed
of a number of layers each of them containing a defined
number of nodes, being the first layer of nodes the inputs and
the last one the outputs. In a fully connected NN, to obtain
each of the next layer nodes a weighted sum of the previous
nodes is passed through an activation function. When the NN
is trained using historical data, those weights are adjusted to its
optimal values. The mathematical background of the training
process is out of the scope of this work.

In this paper, fully connected NNs with a rectified linear
unit (ReLU) activation function in all the nodes are used. Two
different NNs are trained, one to predict PV generation and
one for load. The prediction horizon for the MPC was selected
as 24 hours due to the periodic behaviour of generation and
load during a day. It has 30 minutes resolution, resulting in a
forecast containing 48 values of electrical load and generation.



In order to decide the relevant inputs for each of the NN,
a Pearson correlation analysis was performed over all the
inputs available resulting in a set of input candidates for each
NN. Different temporal windows for historical data, input
combination and NN structures were tested to select the proper
ones.

The NN for PV generation forecast uses historical genera-
tion data and humidity values of the last 48 hours combined
with the clear-sky irradiation forecast of the next 24 hours.
The clear sky radiation consist in the ideal solar radiation
in absence of clouds and is obtained using mathematical
models. Its forecast is obtained using the simplified Solis
model implemented in pvlib [16], which only requires the
site location in coordinates. On the other hand, the NN for
electrical consumption forecast is only provided with historical
load values of the last 48 hours.

IV. MODEL PREDICTIVE CONTROLLER

The MPC controller uses a model of the considered grid
and the generation and load forecasts to simulate future states
of the system and calculate the optimal control actions over a
prediction horizon. The online MPC solves the optimization
problem at every time instant k, for a prediction horizon N,
obtaining N control actions (u1|x, Ua|k, U3|k, ---» UN—1|k) Dut
applying only the first control action wuy), [17]]. Here, the
notation u;);, denotes the i-th value of the input vector along
the prediction horizon given a time instant k£ along a simulation
horizon. The aforementioned procedure is performed at every
time instant using the measured system states to provide
feedback.

A. Cost function

The MPC sets the control actions according to a user
defined cost function. This cost function will be a sum of
terms taking care of avoiding grid saturation, maximizing the
self consumption and minimizing the batteries degradation.
Quadratic cost functions will be used so the optimization
problem can be solved efficiently [18].

1) Batteries:

The batteries term has as objective to reduce batteries
degradation. It consists in:

QEess = Qvrre + QLi
QVRFB = MpVRFB Py rrp + AsocvFrB - SOCY prp (1)
Qri = M\pLi * P1; + Asoeri - SOCE,,

where (); denotes the quadratic cost function and p; the
power demanded being ¢ the subscript used to differentiate
between a ESS, VRFB or lithium-ion battery. With respect
to A terms, A,y rrp and A,r; are weights that penalize the
presence of high-power demands on the RFB and lithium-ion
battery, respectively. Moreover, Asocvrre and Agocr; reduce
the ageing effect on batteries related to high SOCs.

2) Grid:

The grid term will have the double objective of maximizing
self consumption and avoiding grid congestion. It consists in:

ng’d = /\grid : pgz]rida (2)

where (Qgriq is the grid quadratic cost function, py,iq is the
grid power and the weight \g.;q is used to penalize the
interaction with the grid, or in other words, to maximize the
self consumption in the microgrid.

B. Models
1) Grid Model:

The model of the grid used is based on the power balance
equation. It consists in:

DPpv + Pload + PVRFB + PLi + Pgrida = 0, 3)

where p,, is the solar panel generation, pj,qq is the load
power demanded, pyrrp is the VRFB power, pr; is the
Li-ion battery power and pg.;q is the power exchanged with
the grid.

2) ESS Model:

Based on the Couloumb counting approach [19], the model
provided to the MPC to predict the SOC evolution of both
ESSs is the following:

Ts -
SOC(k)s — — s

SOCH(k+1) = - @)
SOC(k)s = z——ps i ps >0,

if pg <0,

where § = {VRFB,Li}, k denotes the time instant, Ty
is the sampling time and pg is the power demanded to the
battery, Besides, 73 is the ESS efficiency and Cjs is the
battery capacity. The efficiency 7 is considered to be a constant
value for a certain battery, even if it really depends on the
operation point. This assumption is adopted to avoid non linear
formulation resulting from defining 7 as a f(py).

C. Constraints

The MPC is a control method that can handle constraints
so our system constraints were introduced into the MPC al-
gorithm. The first constraint intends to avoid over-charging or
deep discharges in batteries that could cause them degradation,
ie.,

Soclﬁo < SOCg(k) < SOCE"|s={vRrFB,Li}: &)

where SOC is the lower SOC limit of the ESS and SOC}”
is the upper limit. These type of constraints are called hard
constraints and one of their main issues is that they can lead to
infeasible problems in the MPC-related optimization problem.
Using soft constrains allows to cross the limits but paying a
price in the cost function, adding reliability to the predictive



controller. Therefore, the previous constraint is substituted by
the following soft constraint:

SOCY — eg(k) < SOCs(k) < es(k) + SOCE,  (6)

where 8 = {VRFB, Li} and eg is the SOC limit violation.
The following term is added to the cost function (6) so the
use of eg is kept only for extreme cases:

Qsoft = Asoft,B 'GH(k)2|ﬂ:{VRFB,Li}, @)

where s f: g are the weights for the constrains violation. The
higher they are, the more the MPC will try to avoid them.

Then, the power constraints of the batteries and grid must
be added:

o < palk) < P, (8)

where « = {VRF B, Li, grid}, p7** is the maximum power

capabilities of the VRFB, Li-ion battery and grid (symmetrical
bidirectional capabilities are assumed).

D. Mixed Logical Dynamic Model

The ESS model represented in (@) changes with the power
flow sign so a modification is needed to use it in the optimiza-
tion problem. Using a mixed logical dynamic (MLD) model,
(@) is reformulated as:

SOC(k + 1) = SOCs(k)+

T 1
5 . 05(k) - k) - N
o 050 pa(k) - (05 = )
Te'nﬂ
o pa(k)

pg " - 0s(k) < pg(k) +pg*”
—pg " - 05(k) < —pp(k)
with 8 = {VRFB, Li}. The Boolean variable 63 is defined
such that 03(k) = 1 <> pg(k) > 0.

Finally, an auxiliary variable is added yg (k) = 65(k)-pg(k)
to avoid non-linear formulations, i.e.,

ys(k) < p"** - 05(k)
ys(k) > —pg*” - 05(k)

yp(k) < pg(k) +pg** - (1 —05(k))

ys(k) > pg(k) — pg™ - (1 — 05(k)). ©)

Then, (@) can be written as

T, 1
SO0Cs(k+1) = SOC(k)s + Cs ~yp(k) - (ns — %)
10
_Ts'ﬂﬁ,p (/f) ( )
cy PV

The MPC-related optimization problem can be formulated

as:
k+N—-1

min > Qgria(i) + Quss (i) + Quope(i) (1)
i=k

subject to
Grid model (3) ,
ESS model )
Constraints @
Residential Load
Solar PV ‘/\;

il

GC gc(j)

Jac

(PCC) Point of Common Coupling

Distribution Grid

Fig. 3. Ausgrid households scheme [20]

V. RESULTS
A. Database

PV generation and load demand data used for the simulation
were obtained from the Ausgrid dataset [20]]. PV generation
and load demand were recorded from 300 households in
Australia for 3 years (July 2010 - July 2013) with the scheme
shown in Fig. 3] Some households had also a controllable load
represented by a hot water tank that was ignored considering
that was probably adjusted to meet the PV generation.
The closer households to the city of Newcastle that passed
the clean methodology described in [20] were selected.
From the 300 households, the households with the number
{35,73,87,88,110, 119,124,144, 157,176, 188, 201, 207, 256 }
were selected. Their solar PV generation and residential load
were summed up to generate the complete microgrid
generation and consumption.

Meteorological information of Newcastle area data were ob-
tained from the National Solar Radiation Database (NSRDB),
specifically from the Himawari based solar Resource data
[21]]. Tt provided historical meteorological information from
the area of Newcastle with a temporal and space resolution
of 60 minutes and 2 km between the years 2011 and 2015.
Interpolation was performed to obtain a temporal resolution
of 30 minutes.

B. Forecast

Python and the Keras package were used to implement the
NNs and the training optimizer was SGD. The programming
environment used was Google Colab Pro version with the GPU
hardware accelerator configuration. Clear sky forecast for the
generation NN was obtained using the simplified Solis model
implemented in pvlib [16]. In both NNs, 70% of the data was
used for training, 15% for validation and 15% for testing.

The metrics used to evaluate the results were the mean
squared error (MSE), the mean absolute error (MAE) and the
weighted mean absolute error (WMAE) due to the regression
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Fig. 4. PV forecast vs prediction horizon

nature of the stated problem. The metrics are defined by the
following expressions:

N 2
MSE:Z7:1| N P (12)
1 N
MAE = > P = Byl (13)
=1
N
im1 | P — Ppi
WMAE = lel‘ ) b, |’ (14)

Zilil Pi
where P, ; is the measured value and P, ; is the predicted
value at the instant 7 and NV the total number of predictions or
measurements. The units for the M SE and M AE are kWh,
being the same ones of P. With respect to the WM AE, the
units are dimensionless but can be presented in percentage
multiplying per cent equation (I4).

To avoid interference of the variables magnitude in the
metrics evaluation, predictions and values are normalized be-
fore calculating the metrics. Different sets of inputs, temporal
windows for historical data and NN structures were tested in
order to obtain the optimal load and generator predictors.

For PV generation, the input candidates were the clear-
sky irradiation and the environmental temperature, humidity,
wind and generation historical values. The temporal window
of historical data varied from 1 to 5 days. The NN structures
tested the combination of a first hidden layer with values
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Fig. 5. Electrical consumption forecast vs prediction horizon

{512,1024}, a second layer with values {64,256} and a third
layer with values {0,64}.

The best results were obtained using historical generation
data and humidity values of the last 48 hours and the clear-sky
irradiation 24 hours forecast. The best NN structure consists
in an input layer of 240 nodes, an output layer of 48 nodes
and three hidden layers of 524, 64 and 64 nodes respectively.
The following results were obtained:

e MSE: 0,00976
« MAE: 0,04839
e WMAE: 29,56 %

Fig. [ includes the prediction and true values in sunny
and cloudy days considering values predicted with different
prediction horizons. When the prediction horizon is long,
the NNs cannot predict much more than an average value
influenced by the last days as it is not supplied with any
weather forecast. However, whenever the prediction horizon
is reduced, it adapts reaching much more accurate values. As
expected, biggest errors appear in highly cloudy days.

For electrical consumption, the input candidate was just its
historical values historical values. The temporal window of
historical data varied from 1 to 5 days. The NN structures
tested there the same combination of three layers described
previously for the PV production. The best results were
obtained using historical values of the last 48 hours. The best
NN structure consists in an input layer of 96 nodes, an output



layer of 48 nodes and three hidden layers of 1024, 256 and
64 nodes respectively. The following results were obtained:

o MSE: 0.00461

o MAE: 0.03795

« WMAE: 38,31 %

For load consumption, the MSE and MAE are lower
meaning that the prediction error is lower in absolute value.
However, analysing the WMAE, it is observed that the relative
error is bigger, which is understandable considering that only
historical data is supplied. Its performance is shown in Fig.
[l the NN is able to provide an approximate prediction even
in long prediction horizons that is closely adjusted to reality
when the prediction horizon is reduced.

TCP

Matlab Communication Labview
(Solving MPC) (Visualization)
Setpointsl ISS?:;T
Simulation Reality [
Simulink Real Plant
(Plant model)
Fig. 6. Implementation Scheme
TABLE 1
SYSTEM PARAMETERS
Parameter Value
CvRFB 400kWh
Crq 65kWh
Pt PUbs  +10 kWh
praz, Pﬂm +-12 kWh
PgT:;‘ldI’ g”;zg +-20 kWh
1 l
SOCI2, s, SOCIE, 0.1
up up
SOCY?, .., SOC 0.9
/\socVRFB 0.001
AsocLi 30
ApVRFB 5
>\pLi 2
)‘grid 50
Asoft 107

C. Model predictive controller design

The MPC was implemented in Matlab (version 2021b) using
YALMIP as parser and the Gurobi solver [22]]. For simulation
purposes, the grid model is implemented in Simulink using
its generic Li-ion battery model [23]], while (I0) was used to
model the VRFB. LabVIEW?2021 is used for data acquisition
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Fig. 8. Ideal MPC simulation

and visualization. The data sampling time is 30 minutes,
the system states measured are sent to Matlab which solves
the MPC-related optimization problem for the established
prediction horizon of 24 hours. In the simulation case, the
next 30 minutes are simulated in Simulink and system states
are acquired from it, while in the real case they would be
measured from the real plant (the real system is not available).
Finally, data are sent from Matlab to Labview using TCP
communication protocol (Fig. [). The characteristics of the
different components of the grid are shown in Table I.
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The desired grid behaviour was described in Section
and, through different simulations, the optimal weights were
selected. Hence, \socv rrp is extremely low in order to allow
the VRFB to store energy considering horizons higher than
24 hours (it has to store energy from sunny days to use it in
cloudy days). In contrast, As..1,; is higher to ensure that the Li-
ion battery does not store more energy than the one necessary
until the next day, which would increase its degradation and
reduce its storage capabilities in the next day.

In order to maximize self consumption and avoid grid

saturation, Ag.;q is the highest of all power weights. This fact
ensures that the microgrid will preferably use other power
sources to balance its generation and consumption and will
avoid high power peaks with the grid. Besides, A,y rrp is
higher than A,z; as the Li-ion battery should be in charge
of the 24 hours energy loop while the VRFB should mainly
compensate the 24 hours energy imbalance. Finally, Ao s is
kept sufficiently high to avoid constraint violations.

Initially, the performance of the classic method of maxi-
mizing self consumption (MSC) is analysed. Any generation
and load difference is compensated by the Li-ion battery if
it is between its power and SOC limits. The part that cannot
be handle by the Li-ion battery is handled by the VRFB if
it is within its power and SOC limits. The rest of power is
managed by the grid.

The MSC performance is shown in Fig. Future con-
sumption and generation are not considered, leading to early
charges in the day and early discharges at night of the Li-ion
battery. When the Li-ion battery is not available during the
generation peak, a large power has to be fed to the grid which
could cause grid saturation. The Li-ion battery remains at high
SOCs unnecessary increasing its degradation. At nights, it is
especially noticeable that the Li-ion battery and VRFB are not
combined properly, as the first one provides all the energy until
it reaches its SOC limits and the VRFB has then to provide
all the energy. This results in higher peak currents in both
compared to partially using both all night.

Now, the ideal performance of the MPC is discussed, real
future values of generation and consumption are provided to
the MPC. An example of its performance is shown in Fig.
The Li-ion battery is not kept at high SOCs unnecessary and
the VRFB is used to support it reducing the peak currents.
During highly cloudy days, the MPC uses the VRFB to
provide most of the energy avoiding high currents on it by
using the Li-ion battery previously charged when the load was
low.

During high generation days, the MPC takes into considera-
tion the high generation prediction and avoids an early charge
of the Li-ion battery. It is kept available to absorb the power
peak that otherwise it would have to be fed to the grid (grid
congestion issues). To do so the MPC maximizes the use of
the VRFB due to its high capacity and manages the interaction
with the grid so the maximum power fed is kept as low as
possible. For all this reason it is considered that the ideal MPC
highly overcomes MSC performance.

Now prediction errors are considered, the NNs forecast
values for generation and consumption are provided to the
MPC. Therefore, the difference between the energy imbalance
predicted and the real energy imbalance has to be managed.
It is set to be absorbed by the Li-ion battery whenever it is
within its SOC soft limits and its power limits. The part of the
prediction error that cannot be handled by the Li-ion battery
will be handled by the grid. In Fig.[9] we can observe how the
performance is modified when we incorporate the prediction
errors to the MPC. As before, the Li-ion battery and the VRFB
work together to avoid high peak currents in each of them. The



main issue found is the appearance of higher power peaks
with the grid. The Li-ion battery reaches its SOC limit as the
prediction was not perfect and it handles the prediction errors.
This also causes the Li-ion battery to stay longer time at high
SOC levels unnecessarily.

In order to reduce the grid power peaks previously men-
tioned, we can allow the Li-ion battery to use part of the SOC
gap reserved for the soft constraints. By reducing SOCY, to
0.85 and decreasing its Agof: tO 10° we provide the Li-ion
battery with some margin to exceed the SOC limits to avoid
high grid power peaks. The results are shown in Fig. [I0} in
which we can observe how the grid power peaks and the
flat high SOC regions of the Li-ion battery are reduced. It is
important to mention that the correct balance has to be found,
as making the constraints too soft could cause overcharges or
deep discharges in the battery and feasibility issues in the
MPC. It is concluded that the real MPC performance still
overcomes the performance of the MSC, reducing most of
the problems mentioned in the MSC performance.

VI. CONCLUSIONS

In this work, an online predictive controller has been imple-
mented to manage a microgrid with PV generation, electrical
consumption, a Li-ion battery, a vanadium redox flow battery
(VRFB) and connection to the grid. A predictive controller
was feed with generation and load forecasts provided by two
different NNs. Real data from Australian households have been
used. The model predictive control (MPC) strategy used in this
paper has been shown useful to deal the with the problems
derived from using the classical method of maximizing self
consumption (MSC). MPC can avoid early of the energy
storage system (ESS) charges during high generation days,
keeping the ESS available for the generation power peak and
avoiding high power peaks with the grid that could cause grid
congestion. The MPC also takes into consideration the ESS
degradation reducing their peak currents and avoids remaining
at high state of charge (SOC) levels when it is not necessary.

As expected, the better the generation and load forecast are,
the better is the MPC performance. The best performance has
been obtained when real future values are provided to the
MPC, however, it has been shown that the real MPC with
neural networks (NNs) forecast can also solve most of the
MSC problems if it is set correctly. Improving the forecast
accuracy by using future weather forecast or implementing
methods to deal with the uncertainty could be possible future
step to continue improving the MPC performance.
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