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Abstract—This article presents a leak localization methodology
based on state estimation and learning. The first is handled by an
interpolation scheme, whereas dictionary learning is considered
for the second stage. The novel proposed interpolation technique
exploits the physics of the interconnections between hydraulic
heads of neighboring nodes in water distribution networks. Ad-
ditionally, residuals are directly interpolated instead of hydraulic
head values. The results of applying the proposed method to a
well-known case study (Modena) demonstrated the improvements
of the new interpolation method with respect to a state-of-the-art
approach, both in terms of interpolation error (considering state
and residual estimation) and posterior localization.

Index Terms—Ileak localization, water distribution network,
dictionary learning, state estimation, interpolation

I. INTRODUCTION

HE efficient management of water resources plays a
crucial role in modern society, as clean water is vital
for human life. Despite this, around four billion people suffer
from severe water scarcity during at least one month per year
[1]. This will only get worse in the near future, considering the
continuous growth in the world-wide population, the climate
change and the massification of urban areas [2].
Consequently, water utilities are greatly interested in de-
veloping methodologies for the efficient distribution of water.
One of their main interests is the monitoring of leaks over
water distribution networks (WDNs), which are estimated
to exceed 126 billion cubic meters per year worldwide [3].
This deeply impacts society, not only due to the economical
and operational cost, but because of the environmental [4]
and sanitary [5] repercussions. The research on this field
has evolved from initial works [6], [7], rapidly growing and
leading to a wide range of methods (see [8] for a recent review
about leak detection and localization methods).
Model-based schemes use calibrated hydraulic models (in
terms of network properties and nodal consumption) to com-
pare simulated hydraulic data with measurements from the real
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network. This approach goes back to the first works on the
subject, when analysis of pressure sensitivity to the existence
of leaks was studied [7]. The concept of sensitivity was
further exploited in well-known articles, by means of a fault-
sensitivity-matrix (FSM) that stores the effect of every possible
leak on each junction [9], [10]. Additional techniques like the
solution of the inverse problem, which consists of calibrating
network parameters and demands from pressure/flow data,
have also been widely used to detect/locate leaks [11], [12].
Bayesian-based approaches [13] or fuzzy logic [14] have
also been explored. Their effectiveness is limited due to the
diversity and complexity of existent networks [15], the difficult
selection/calibration of the required hydraulic models [16] and
the existence of modeling errors [17].

Recently, data-driven methods have started to be considered
in order to circumvent the necessity of a hydraulic model,
with the aim of avoiding the model-related drawbacks. Most of
them rely on the exploitation of hydraulic data from deployed
sensors and the network’s topological features. For instance,
interpolation-based techniques [18], [19] estimate the values
of unknown hydraulic variables from the set of measured
ones; and graph-based methods [20], [21] exploit graph-related
techniques (e.g. clustering) or properties to help solving the
localization task. Their performance is satisfactory, particularly
when the goal is to identify a leak search area over the
network, even more when considering their independence of
hydraulic models. Nevertheless, their accuracy tends to be
lower in comparison to model-based schemes when their aim
is to find the exact leak location. Moreover, the critical depen-
dency on hydraulic measurements may lead to the necessity
of a large set of sensors, increasing the operational cost.

The existing drawbacks of model-based and data-driven
approaches, together with the development of data analysis
and machine learning algorithms, led to the appearance of
mixed model-based/data-driven techniques. They use those
algorithms to reduce the dependence on a hydraulic model,
while maintaining the node-level accuracy. Different algo-
rithms, such as artificial neural networks (ANNs) [22], support
vector machine (SVM) [23], deep learning [24] and dictionary
learning (DL) [25]; have been studied.

This paper develops a mixed model-based/data-driven
methodology based on a novel hydraulic state interpolation
technique, related to the one presented in [19], and dictionary
learning [26]. This work continues the research presented in
[27] introducing a new physical-based interpolation method
and significantly improving on the simulation and related
analysis. A set of physical-based weights are derived from the
WDN properties, namely pipe connectivity, lengths, diameters



and roughness. These weights are used to pose a quadratic
programming problem, which retrieves the pressure residuals
(difference of pressure between leak and leak-free scenarios)
for the complete network by means of the known values from
sensorized nodes. Then, a group of these residuals are selected
to be the samples provided to the learning stage, considering
both the actual deployed sensors and a list of virtual sensors
(VSs). The specific leak event linked to each selected residual
is utilized to generate labels for the supervised training.
Thus, the goal of combining interpolation and learning is
the increase on the information provided to the DL approach
(in comparison to merely supplying measurements), and the
achievement of a satisfactory node-level localization accuracy
that might be difficult for purely data-driven techniques while
minimizing the usage of the hydraulic model (it is only
necessary to obtain a set of leak samples). In this way, the
strengths of each interpolation and learning/classification are
boosted, while their weaknesses are diminished.
Contributions:

The novel methodology presented in [27] has been updated
and improved in this work, leading to a set of advantages
related to performance and implementation:

o The methodology presented in [27] combined an exist-
ing interpolation method [19] with dictionary learning
[26]. This interpolation scheme is based on a graph
weighting approach that only considers structural features
(pipe lengths). This may be desirable to reduce the
scheme’s information needs, but degrades the resulting
interpolation performance. In this paper, a new physical-
based weight generation process is introduced, whereas
the quadratic programming problem posed in previous
articles is reformulated to fit the derivations of the new
physical-based formulation. In this way, both interpola-
tion and localization errors are reduced in comparison to
the results provided by the original interpolation.

o Preliminary results in [27] encouraged the use of VSs
data obtained via interpolation in the dictionary learn-
ing process. The main issue we faced revolved around
the errors introduced by interpolated data, resulting in
dictionaries modeling water networks that are different
from the actual physical network under analysis (i.e. the
process was not robust to interpolation noise). Tackling
this artifact involved choosing only a few virtual sensors
through human in the loop or grid-search techniques,
because increasing the number of VSs would cause a
loss of FDI performance. In this paper, the introduced
theoretical approach producing analytical weights (used
in the physical-based interpolation) allows any or all the
non-sensorized nodes to be used as VSs in the dictionary
learning process. Thus, the VSs are selected using purely
data-driven sensor placement, unlike in [27]. The method
presented in [28] is adapted to seek the set of VSs
that, added to the real sensors, minimizes a pre-defined
distance-based metric, computed considering the distance
from all the nodes to the sensors.

o Furthermore, the interpolation-learning scheme proves its
capability of balancing out the main downside of a state-
of-the-art data-driven methods (including the approach in

[27]), namely the unreliable localization at node-level.

Notations. Vectors and matrices will be denoted in bold with
lowercase and, respectively, uppercase letters. Scalars will be
denoted with plain lowercase letters. For matrix M we denote
m; as its M column and m;; as the entry of coordinates ¢ — j.
We denote approximations with a hat: M is the approximation
of M. The notation | - | indicates cardinality when applied to
sets, and absolute value otherwise.

Outline. The remainder of the paper is structured as follows.
Section II presents the preliminary background regarding
the considered interpolation techniques. Section III contains
the theoretical contribution consisting of the derivation of
physically-based weights, and their integration in the inter-
polation process together with the leak isolation mechanism
via dictionary learning. The methodology from Section IV
presents the integration of the interpolation and isolation pro-
cess together with the most important implementation aspects.
Then, Section V introduces the considered case study, present-
ing the specific implementation details of the method for the
designed experiments. Obtained results for these experiments
are subsequently exposed for both the interpolation and the
localization performance. Finally, Section VI draws several
conclusions about the proposed methodology, regarding its
contributions, its applicability and future work-lines.

II. PRELIMINARIES

Arguably, all leak management methodologies crucially
depend on the accuracy and quantity of hydraulic informa-
tion, which can be obtained from hydraulic models and/or a
sufficiently large and well-distributed set of sensors. However,
these can be limited by the operational and economical costs of
creating/calibrating models and installing/maintaining sensors.
A compromise solution lies in interpolation algorithms, which
estimate the WDN hydraulic state exploiting the available
WDN structure and hydraulic data collected from a reduced set
of sensors [19], [29]. Let us underscore key aspects regarding
these two sources of information of the network:

o The WDN structure can be modeled through a graph
G = (V,€&), where V denotes the set of nodes (reservoirs
and junctions); and & is the set of edges (pipes). An
arbitrary node is denoted as v; € V, while an arbitrary
edge is referred to as e, = (v4,v;) € &, representing
the link between nodes v; and v, considering the first
as the source and the second as the sink. The network
is composed by n = |V| nodes and m = |£| edges. In
practice, network connectivity and pipe lengths are nor-
mally available to water utilities (considering tools like
geographical information systems (GIS) [30]), while pipe
diameters and roughness can be approximately estimated.

o Normally, interpolation-based schemes consider nodal
pressure or, commonly, the hydraulic head (nodal pres-
sure plus elevation), as representative of the network state.
This is justified by the fact that leaks manifest as pressure
drops, and pressure sensors are cheaper and easier to
install than other metering devices, such as flow sensors.
Thus, a set of n¢ pressure sensors must be installed across
the network, leading to a set of measured hydraulic heads.



Note that the heads of connected nodes are related by the
flow conveyed from source to sink through a non-linear
equation such as the Hazen-Williams formula [31]. This
relation implies that the hydraulic head of the source will
always be higher than the one of the sink, if no active
elements such as pumps are installed.

All these aspects were considered to develop the Graph-
based State Interpolation (GSI) technique from [19]. The core
idea was to approximate the aforementioned non-linear node
head dependency by a linear relation,

o 1 ~

(45 ry witp, (1
where 1/3 € R” stands for the complete state vector, which
approximates the actual hydraulic head vector through a mix of
estimated and known values. w; is the i-th row of the weighted
adjacency matrix 2 € R™*", which encodes the weights of
the connection between nodes. Specifically, GSI (as defined in
[19]) gives higher weights to closer neighbors by taking them
as the inverse of the actual pipe lengths

1

R T
wij = 0
b

where p € R™ is the pipe lenghts vector. Moreover, ¢; stands
for the i-th element of the diagonal of the degree matrix ® €
R™>" directly obtained from € by taking ¢; = Z?:l Wij.

The flow directionality in WDNs is imposed by the non-
linear relation between hydraulic heads of adjacent nodes, with
flow traversing from source to sink. This directionality can be
encoded by means of the edge-node incidence matrix A €
R™>*"  whose entries are defined as follows

if e = (vi,v5) €&, )
otherwise,

1, ifep= (vi,vj) €€,
-1, if e, = (vj,v;) €E, 3

0, otherwise.

Akj =

Nevertheless, water utilities do not usually have access to a
sufficient amount of flow data to obtain an accurate hydraulic-
based incidence matrix. Thus, GSI considers a structural
approach to construct an approximated incidence matrix A,
as detailed in Algorithm 1.

Note that Vg,V stand for the sets of reservoirs and inner
nodes respectively!, and shortest_path(-,-,-) generates the
shortest path in a graph between two nodes [32], encoded
as the output sequence/path sP*" (step 5). Additionally,
U € R"™ " stores the number of times that a pipe has
been considered in each sP*t" (step 7). Thus, the most used
direction for each pipe is considered and encoded into the
generated incidence matrix A (steps 13 and 15). In summary,
the heuristic under consideration poses that if a greater number
of paths have traversed a pipe in a specific direction, it
is reasonable to assume that the flow within the pipe will
predominantly follow that same direction.

Both weight selection and directionality requirements are
integrated in an optimization problem whose solution is the

The algorithm exploits the fact that water must flow from the reservoirs
to the rest of the water-demanding nodes.

Algorithm 1 Approximated incidence matrix generation
Require: G = (V,&),Vr CV
1: Initialize U = 0(,,xn), A = 0(xn)
2: Compute Vi =V \ Vg
3: for all v € Vi do
4 for all v € Vi do
5 sPath — shortest_path(G, vr, vn7)
6
7
8
9

fori=1,...,|s?%"| — 1 do
U (s 700 = U (s 52000 4+ 1
end for
end for
10: end for
11: for all ¢, = (v;,v;) € £ do
12: if U(‘l}i,‘l}j) A> U(‘Uj,‘()i) then

7

13: Aei = =LA =1
14:  else .

15: Aki = 1; /\kj =-1
16:  end if

17: end for

18: return A

interpolated graph state (approximated hydraulic heads), [19]:

min % [PTL® 2Ly + 1?], (4a)
P

st. A <1,-7, (4b)

v >0, (4¢)

Zp = . (4d)

The first term of objective (4a) comes from enumerating
a relaxation of (1) for all nodes in V. That is, we take the
quadratic error of the left and right-sides of (1):

n 2

S [ e =¢TLe LS, )
i=1 ¢i

which becomes the term in (4a) when taking L = & — (2,
i.e., the Laplacian of G; and after standard linear algebra
manipulations.

The second term of (4a) and the constraint in (4b) are
directly related to the flow directionality. In vector A, the
k-th term contains Ag;1; + Ag;9;, which is negative as per the
construction in (3), and hence we expect Ay < 0. However,
we do not have access to the actual flow directionalities
(we have instead fhﬁ), so we relax the initial inequality
to the form from (4b) via the positive slack term v (4c),
which is then minimized through (4a). The relative importance
of interpolation error and flow directionality consistency is
tunned by parameter f.

Finally, the available hydraulic information 1/34 is provided
through the equality constraint in (4d), which restricts the state
of the sensorized nodes to be equal to the actual hydraulic
heads at the corresponding junctions. Matrix Z € R™¢*"™ is
defined so that z,; = 1 only if the o — th sensor is located in
node v, and O otherwise.

Remark 1. The interpolation of vertex values over a graph



following smoothing strategies was studied in the past [33].
These techniques solve a problem that intends to minimize
an analogue expression to %[,‘;TL,M In this manner, the
harmonic property of functions in graphs is explicitly pursued,
i.e., the states of adjacent nodes are aimed to be as similar as
possible (GSI does not impose this behavior, giving room to a
higher degree of freedom to fulfill the added constraints). ¢

Remark 2. Since GSI solves the quadratic problem (4), it
has polynomial complexity regarding problem dimension (e.g.,
solving N problems with the interior point method gives

O(n*5N)). ¢

III. PROPOSED APPROACH
A. Physical-based interpolation

The weighting selection in GSI, described by (2), arises
from the aim of minimizing the information requirements
regarding the network characteristics. To this end, the network
connectivity and pipe lengths are its unique inputs related
to the WDN topology. However, this degrades the interpo-
lation performance due to the approximations introduced by
the weighted linear expression that substitutes the non-linear
equation relating the hydraulic heads of adjacent nodes.

Thus, we aim to derive a new weighting approach to
improve the interpolation, which better approximates the non-
linear nature of the steady-state head-flow equations. To this
end, let us recall the empirical Hazen-Williams formula?

10.67 - D(i )
1.852 , §4.87 °
"(i.5) 5(%;)
where p(; ;) = pi is the length in [m], §(; ;) = dp is the
diameter in [m], 7(; jy = 7} is the adimensional pipe roughness
coefficient and the flow f(; ;) = fi,Vexr € £ is measured in
[m3/s]. Noting that sign(f(; ;) = sign(y; — ;) and that
x = |z| - sign(z), we reformulate (6) into

= o7} sign(vi — ;) [ihi — 1], )

where o(; jy = o = (r (113352 5?37)/(10.67~p(7;7j)) denoting
the pipe conductivity and considering that 0.54 =~ 1/1.852.
In order to facilitate the manipulation of sign(t; — ;)
through the rest of the paper, we convert the previously pre-
sented edge-node incidence matrix A into node-node incidence

matrix B € R™"*™, which is defined as

1/)1' - wj = f(z,j) |f(l,j)|0 852 (6)

fap

bij = 0, if nodes i and j are not connected; (8)

Remark 3. To clarify the relationship between A and B,
define A,y = A%lAl and A, = _AZIAL g representing the
inner and outer edges such that A = A,,; — Aj,. Let A =
AT A, which gives B = AT — A. With a few linear algebra

out

2We redefine the pipe-related variables as follows: considering that €z =
(v4,v5), the k — th element of a pipe-related variable & € R™ would be
denoted as z(; ;) for 4,5 = 1,2,..,n instead of zy for k = 1,2, ..., m (thus,
each pair (4, j) is directly related to an index k). This improves the readability
of the section by expressing all the formulas in terms of node indices.

calculations we arrive at the straight-forward relation B =
3 (IA]" A = AT 1A]). ¢

Considering that the balance of inflows and outflows passing
throughout a node of index 7 can be expressed as:

> fup=c

j: bLJ 750
where ¢; is the consumption (the normal user demand and,
potentially, leaks), by introducing (7) in (9), we arrive at

D ol (Wi — )= ol (s — i)t =i, (10)

J: bi;>0 J:bi; <0

€))

or, equivalently stated,

Z b730(l]) l](d) 1/11)]054 C;.

ji bi; #0

(11

Recall that head values in (11) corresponding to reservoirs
are fixed. Without loss of generality, these known head values
may be introduced into equations (11) such that only the ‘true’
variables, the junction node heads, remain. In any case, solving
the group of equations (11) to retrieve the steady-state node
heads is not an easy task. This is why hydraulic simulators like
EPANET [34] are used, as they provide numerical solutions
instead of attempting to derive analytic ones.

Thus, our goal is not to solve the WDN problem but rather
to exploit the relations underlined by (11) to find first order
(linear) dependencies between the current junction node’s
head, v;, and its neighbors, ;. To do so, we apply the implicit
function theorem [35], as detailed next.

Lemma 1. For the i-th node relation (11), assuming that there
exist 1y, 1;,¥j € T = {j | bij # 0} which verify it, there:
i) exists a local (in the neighborhood of 1);, 1/_)j) and explicit
dependence between its head (v;) and its neighbors’
heads (j,¥j € J),

Vi =gi(Pg),

with Y7 = [ NN ]T e R grouping all neigh-
boring node’s head values;
ii) and function’s g; : RV — R derivatives are given by’

(12)

Omilby) _ _ oG bulhi— v ™"
Oy 30 o b — i)
k: bin#0
forall j € J. ]
Proof. See the appendix. O

Proposi!:ionﬁ 1. For the current node i, consider the head
values 1;, 1j,Yj € J which verify (11). Then, g;(-), defined
as in (12) is approximated by the linear relation

Vi =gi(g) ~ Z mij - (b — wj)

VE bu#o

(14)

3Note that k is used here to index the neighbors of the i — th node during
the summation, and it is not the same as the k used before to denote the k-th
edge. This must be considered for subsequent analogue usages of k as an
index.



where the weights n;; are given by

. 0054 [y (i — )]
R Cry —Ctl = (15)
] ] ke bz-:;éoaa% [ R (1 — W)] e
forall j € J. ]

Proof. As per the first part of Lemma 1, we have that there
exists g; defined as in (12). We approximate this function by
the first two terms of its Taylor expansion centered around ;,

&j,Vj eJ:

Aty

J: b1_77£0

o,

Introducing relations (13) into (16) leads to:

lag V)
(Piiby)

'(¢j—-¢jﬂ . (16)

- = \1-0.46 -
P o8 [bi (s — )] - (W5 — )
- Jibig
gi(thg) = ¥i+ —-0.46
> 0 [ ik (Vi — )]
k: buﬁéo
a7)
Rearranging the terms of (17) directly leads to the values from
(15), thus concluding the proof. O

B. Graph-based state interpolation reformulation

The weights 7;; in (15) can be structured like those in (1),

Nijg = Y wzga (18)
where
—0.46
Wij (wza ¢]) = U(z 7) |: (w 7%)] )
- \1—0.46 1
b4 1;[}1 = Z O'?LE;% ik 1/)7 1/%)] . (19)
k:bip#0
Thus, ¢; = > wj holds, letting us consider w;; as the
k: b7k7$0

i—j entry of a weighted adjacency matrix €2 that encodes the
relation between nodes v; and v;, with ¢; as the degree of
node ;. Substituting (18) into (14), we obtain

_ 1 _
i = gilbs) S i+ o > wi (=), (20)
* i bij#0
which is written in matrix form as
Y- P~ DY — ). 1)

To arrive at an interpolation procedure similar with (4) we
replace (21) with

Y —h =A% =2 — ).
which uses the estimated hydraulic head vector instead.
The leak-free estimated hydraulic heads are selected to
perform the role of 4, so that Atp denotes the estimated
pressure residuals. Thus, the minimization of the difference
between the two sides of (22), which is analogue to (5),
implies that the formulation proposed in (4) must be modified

(22)

to consider the change in the interpolated variable, i.e., the

method interpolates pressure residuals instead of heads

min
Adp
st. ZAp = Adg.

% [AYTL®2LAY], (23a)

(23b)

Note that the directionality term of the optimization problem
(4) no longer explicitly appears, as this direction cannot be im-
posed for the residuals. Nevertheless, it is indirectly included
during the derivation of the weights (see (19)). The procedure
of solving the problem posed in (23) is henceforward referred
to as AW-GSI (analytical weights graph-based interpolation).

C. Leak Localization via Dictionary Learning

We achieve leak localization via dictionary learning classifi-
cation on the available interpolated data. The training phase of
dictionary learning (DL) is performed on the samples gener-
ated from the application of AW-GSI to the available pressure
residuals. First, we briefly overview the DL algorithms and
their relation to fault isolation.

Sparse representations [36] are used to recover information
from noisy samples through the use of a redundant basis, often
called dictionary. For WDN, the samples are constituted by
residuals from sensor readings and interpolated information,
for various nominal and leaky scenarios taking place across the
network nodes. Given n, total sensors (physical and virtual)
and ngqmp scenarios, we collect this data in the matrix Y €
R™ts XMsamp with which we aim to recover the node where the
fault took place. In our case, Y would be filled with the entries
Aq), obtained from applying AW-GSI for all the considered
leak scenarios and their corresponding data samples.

Given a dictionary D € R™ts*"atom consisting of ngiom
columns, also called atoms, we obtain the sparse representa-
tions X € RMatemXMsamp  Each column in X is s sparse.
To maximize precision, we specialize the dictionary for each
WDN through the process of dictionary learning [37]. Here
we are not solely interested in optimum representations, but
also in finding the dictionary best fitted for the WDN at hand,

miy [V - DX},
s.t. lxellg < 5, £=1":Nsamp, 24
Id;ll =1, j=1:7atom-
where |-||, is the pseudo-norm counting the number of

nonzeros. The goal is to obtain a specialized dictionary D
such that when we are given a new measurement y we can
closely approximate it as y =~ Dz through the use of a
sparse representation algorithm. In this paper we will be using
Orthogonal Matching Pursuit (OMP) [38] for this task.
Model-free identification of a leaky node from the set
of network nodes is a classification task. To improve DL
classification, we will be learning three separate dictionaries:
D to approximate the data, W to classify the data, and A to
specialize atom blocks per each class. A class is a network
node in our case. This approach is called Label Consistent K-



SVD (LC-KSVD) [39] and it extends (24) to simultaneously
perform DL on all three dictionaries

— 2 _ 2 _ 2
pmin (Y = DX+l H - WX+ 5Q - AX |}
(25)

As it can be seen, each dictionary is trained on different data.
H € RMetassXNsamp pepresents the label matrix, where column
h; has 1 set in the class corresponding to the leaky node in
measurements y; and zeros elsewhere. @ € RMatom XMsamp
enforces atom sets per class, where column ¢; has ones in
the positions corresponding to atoms that should represent
the class to which y; belongs and zeros elsewhere. Please
note that in this process we start with Y only containing
sensor information, and add the labels H to help identify non-
sensorized nodes.

After the learning process, the dictionaries are used to
perform fault detection and identification (FDI) on new sensor
measurements y in a two-step process: sparse representation
y ~ Dz and classification ¢ = argmax; (W), thus
obtaining the leaky node <.

3

Remark 4. Looking at computational complexity, the clas-
sification effort evolves around the sparse representation
step where OMP uses O(sNisngtom) instructions for each
data-item. Dictionary learning consists of K rounds of
sparse representation and dictionary update. LC-KSVD uses
O(sn?nsamp) instructions to update the dictionary, sparse
representation OMP performance over one data-item uses
O(sngsnatom) operations, whereas the dictionary update in
LC-KSVD has a complexity of O(snZnsamyp)- ¢

The choice in dictionary learning is motivated by our
success in the past [25], [26], where DL was used without
interpolation to tackle FDI. For large WDNs we extended this
approach for online semi-supervised learning in [40].

IV. METHODOLOGY OVERVIEW

Once the core problem of AW-GSI has been defined, let us
develop the operational flow of this leak localization method-
ology that combines interpolation and dictionary learning.

1) Data generation: The application of a supervised
learning-based technique implies the necessity of sufficiently
rich sets of samples and labels. In our case, the labels
correspond to the different nodes of the network that may
leak. Meanwhile, the samples are data vectors containing
information about the state of the actual and virtual sensors at
different scenarios and conditions. Both samples and labels are
required from all possible leaks. To obtain this data, available
historical leak datasets from water utilities can be useful.
Besides, leak experiments can be executed over the field in
order to gain data about the behaviour of the network on
those abnormal events.* If these sources of information are
not available, a hydraulic model of the network can be used
to generate the necessary leak events.

Several aspects/parameters need to be taken into account
about the data generation process:

4Note that nodes whose leaks cause similar effects over the network may
be grouped into a common leak group, effectively reducing the number of
labels in the learning phase, and hence the number of necessary experiments.

Algorithm 2 AW-GSI

Require: 124, }ﬁg e R™, 0 € R™

1: Compute )51 from b solving (4) [Remark 1]
Compute B from 9©57 using (8)
Compute QAW &AW from B, o, 95! using (19)
Compute LAW = &AW _ AW
Compute A’Q/JC = 1/J< — @bg
Compute Azp from Avpe, LAWY, &AW solving (23)
return A’(,b

N RN

e The number of considered leaks, i.e., different
classes/labels, 1455 € N.
e The number of time instants per leak, n; € N.

e The number of considered leak sizes, n;s € N.

Then, the complete leak dataset is going to be com-
posed by Ngamp = NelassMiNis samples of length ne, ie.,
\ilg € R™¢*nmsamp  Additionally, note that the dataset must
be divided into training and testing sets for the sake of the
dictionary learning phase, i.e., Yirain ¢ RncXnirain gpd
\i,test € Rn(xntes‘a with Nsamp = Ntrain + Ntest-

Remark 5. Apart from the leak dataset, a leak-free dataset is
necessary because DL operates over residuals, which encode
the difference in head state between nominal and leak condi-
tions. Thus, each entry of the nominal set \ilg € RM¢XMsamp
must be obtained with network boundary conditions (e.g. water
inlet pressure, nodal demands, etc.) similar to its analogue
leak entry in \i’g, with the aim of minimizing possible state
differences that are not related to the leak but to changes
in consumer demands. The nominal dataset is also divided
into training and testing, yielding Pirain ¢ RrcXnirain g

\i,test € R™¢ X Ntest ’

2) AW-GSI : The quadratic programming problem in (23)
is the base of AW-GSI. Let us review the key points of the
interpolation operation, summarized by Algorithm 2.

First, the selection of {b should be defined. Considering
that the learning phase is fed with pressure residuals, a smart
choice would be to select nominal/leak-free values to be
represented by . The standard GSI problem in (4) is solved
to obtain ST from 1,[)4, but considering the cost function
stated in Remark 1, in order to explicitly pursue the state
smoothness over the neighborhood. The complete nominal
state vector is then used to compute both the approximate
incidence matrix B and the physical-based method weights,
ie., QAW and AW enabling the calculation of the Laplacian
matrix LA™ . Finally, the problem in (23) is solved, obtaining
the desired interpolated residual vector A&.

3) Selection of virtual sensors: While more information
should improve the leak localization performance, the distur-
bance induced in the learning phase by the interpolation errors
becomes, at some point, significant. Thus, we propose to select
a set Z, of n,s nodes, which will append their interpolated
state to that of the actual sensors. In this way, the total set of
sensors would be composed of nys = n¢ + n,s nodes. Please
note that increasing the number of VSs means increasing 7



Algorithm 3 AW-GSI-DL — Training

Require: \:A[,Zrain,\i,zrain c R™ X"”‘”",D’ c Rm)Htr(Lin c
Rnclassxntr(zin’ s E R7 TNys € R .

1: Compute AW from \ilz’"‘”",\ilzmm,a using Algo-
rithm 2
Select a set Z, of n, virtual sensors using [28]
Extract AW/ from AW ysing Z,
Compute D, W, A from AWirein Htrain solying (24)
return D W Z,

TABLE I
MODENA WDN CHARACTERISTICS
Property Value
Number of inner junctions 268
Number of pipes 317
Number of reservoirs (water inlets) 4
Total pipe length 71.8 km
Total nodal demand ~400 1/s

Algorithm 4 AW-GSI-DL — Application
Require: \ilz?“, \il’é“t € RuXntest g ¢ R™, s € R, Z,
1: Compute AWtest from \iltc‘%t, \ilze“,a using Algorithm
2
2: Extract AWiest from AWt ysing Z,

3: Compute X from AWt D s using OMP
4: return i = argmax;—i.n,,,..(Wz);, Ve € X

which, as per Remark 4, results in a linear increase in the FDI
step and a quadratic increase in the learning process.

This selection is performed by means of a data-driven
sensor placement methodology [28], in order to minimize
the use of the hydraulic model. This approach pursues the
sensor configuration that minimizes a certain topological-
based metric (e.g. Section 2.3 and the explanations around
(6) in [28]), related with the distance from the sensors to the
rest of the nodes. Moreover, it allows to settle a set of pre-
defined sensors, so that the rest of them are placed considering
that the pre-defined ones are fixed, enabling virtual sensors to
be selected in areas where the real sensor density is low. In
this way, we can achieve the final training and testing datasets
AWirain ¢ RresXnerain and AWt € RMes XNtest,

4) Learning/classification stages: Once the input datasets
to the learning stage are ready, the DL algorithm is trained and
tested. Note that each entry of the datasets must be associated
to its corresponding label, i.e., the leak scenario that originated
the stored data. These matrices are referred to as H' %" ¢
Retass XMtrain gnd F €5t g RMetass XNtest . The training and
testing methodologies, describing the complete AW-GSI and
DL processes, are detailed in Algorithms 3-4.

Note that the application algorithm can be operated in real-
time, providing single head state vectors (for the sensorized
nodes) instead of a testing dataset matrix. The nominal infor-
mation can be retrieved from a historical dataset, or from the
instants before the leak detection.

V. RESULTS AND DISCUSSION?

The proposed methodology, AW-GSI-DL, is implemented
and tested over a case study network, comparing its per-
formance in terms of interpolation accuracy and localization
results with respect to GSI-DL [27]. Moreover, both methods
are compared with a purely data-driven approach, GSI-LCSM
[19]. Thus, the advantages of the presented updates to the inter-
polation process are highlighted, as well as the improvements

5Code and data available at https:/github.com/pirofti/AW-GSI-DL

of including the learning stage to help the interpolation scheme
with the localization task. All the localization simulations were
performed on an AMD Ryzen Threadripper PRO 3955WX
with 512GB of memory using Octave 8.1.0.

A. Case study

The network of Modena, Italy, constitutes a well-known
case study in the WDNs management field [12], [21], [41].
It is an open-source benchmark, which helps with the repli-
cability and comparison of results. The network topology is
schematically represented in Fig. 1, and its main properties
are summarized by Table I. Both the network size (in terms
of number of nodes/pipes, reservoirs and pipe lengths) and the
total demand correspond to a problem of realistic size.

A set of 20 pressure sensors are considered to be deployed
over the network, i.e., 4 sensors at the water inlets and 16 at
inner nodes. The sensor locations are decided by means of the
previously mentioned data-driven sensor placement technique,
presented in [28].
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Fig. 1. Schematic representation of the Modena WDN.

B. Data generation

Hydraulic data from a wide set of leak scenarios is required
to assess the performance of the methodology. To this end,
EPANET has been used to generate leak data for all the



possible scenarios regarding the leak location. The values of
the data generation parameters presented in Section IV-1 in
the performed EPANET simulations are the following:

o All the possible leaks are considered, i.e., n¢jgss = 268
(excluding the 4 water inlets).

o The simulations cover a period of 24 hours, with a
timestep of 1 hour, and hence n; = 24.

o Several leak sizes have been considered to replicate
realistic scenarios. In this case, training sets have been
derived considering four different leak sizes, ranging from
4 1/s to 7 Us (i.e., ~1-1.75% of the average total inflow)
with a step of 1 I/s. Three testing leak sizes have been
selected to be different to the training ones but within the
training range: 4.5, 5.5 and 6.5 I/s. Thus, n;s = 7. Using
leaks with smaller magnitudes for training makes the FDI
mechanism more challenging since the discrimination be-
tween “healthy but affected by uncertainties” and “under
fault” becomes harder to check. Thus, we consider the
current leak range to be adequate for both training and
subsequent testing. Not least, recent studies dealing with
the same benchmark consider similar or even larger leak
sizes because of this fact [21].

Additionally, several sources of uncertainty have been con-
sidered during the data generation to test the approach in
realistic conditions. On the one hand, sensor precision is con-
sidered, trusting the generated head values until a precision of
+1 cm. Thus, leak effects are not noticeable until the minimum
level of precision is reached. On the other hand, uniformly
random uncertainty has been added to physical properties of
the WDN, specifically pipe diameters and roughness, as well
as the daily demand patterns. Two cases have been studied:
0.5% and 1% of uncertainty with respect to the noise-free
value. Note that the methodology requires a leak-free scenario,
which is also affected by uncertainty, to achieve the pressure
residuals. Thus, the input data to the learning stage is affected
by a higher degree of uncertainty.

Let us remark that considering all the mentioned sources
of uncertainty, i.e., leak size, modeling (network) properties,
sensor precision and demand pattern, is not common among
most of the state-of-the-art mixed model-based/data-driven
leak detection/localization methods, as it can be appreciated in
Table I of [8], which summarizes the features of 54 relevant
articles in the field.

Finally, let us remark that leaks are generated by means of
the emitter component available in EPANET. It models the
flow through an orifice that leaks to the environment as

Fiet = el (26)

where € is the emitter coefficient, and p; is the pressure at
node v;.

C. Interpolation performance

In order to analyze the improvements of AW-GSI with
respect to GSI in terms of state estimation performance, let us
derive two different metrics related to the difference between
interpolated and actual values. Specifically, they are based on
the root-squared-mean error (RMSE), which is computed as

0.5% Noise 1% Noise

No Uncertainty

Residual Error
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Head Error
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Fig. 2. Interpolation RMSE per leak — GSI vs AW-GSI — head and residual
errors.

)2, 27

where x is a generic vector whose ¢ — th element corresponds
to a value at node v, and & is the computed estimation of x.

The first metric assesses the accuracy of the hydraulic
head reconstruction by calculating the error between actual
EPANET and interpolated values., i.e., RM SE(’I/),’(,;). The
second metric, computed as RM SE(Aq), Adp), gauges the
similarity between the residuals received by the learning
scheme from interpolation and EPANET, indicating the quality
of the training data. Both calculations are performed for each
leak case and time instant, averaging over the latter to obtain
a RMSE value for each leak.

Note again that GSI retrieves heads and AW-GSI yields
residuals. Thus, for the sake of the comparisons, it is required
to compute the residuals associated to the GSI heads and
the heads that correspond to the AW-GSI residuals. For
GSI, the difference between the each leak head vector and
the corresponding leak-free data yields the GSI associated
residuals. For AW-GSI, the nominal heads vector is added to
the estimated residuals to obtain the leak hydraulic heads.

The interpolation results are displayed in Fig. 2. The figure
is divided into three columns and two rows. Each column
represents a different scenario regarding the considered uncer-
tainty. Specifically, the cases of 0, 0.5 and 1% of uncertainty
are exposed. Regarding the rows, the first one shows the results
for the residual-error, whereas the second row shows the head-
reconstruction error. Each vertical line denotes the RMSE of
the corresponding leak, with blue and red lines showing GSI
and AW-GSI performance respectively. Note that the mean
values (over the leaks) are indicated with cyan and green
horizontal lines for GSI and AW-GSI respectively. Important
conclusions can be extracted from these results:



« About the head-reconstruction error, AW-GSI clearly out-
performs GSI, yielding a lower error for all the possible
leaks. An analysis of the mean values (over the leaks)
reveals a reduction of 41.65% in the head-error. Thus, we
conclude that AW-GSI is clearly capable of estimating the
network hydraulic heads with a higher degree of accuracy.

o Regarding the residual-error, the difference in terms of
performance between both interpolation schemes is not as
large as in the previous case. Even so, the error associated
to AW-GSI is lower than the error of GSI in a 88.06%
of the leak scenarios, with an average (over the leaks)
reduction of 26.62% in RMSE. Thus, AW-GSI arguably
performs better than GSI regarding residual-error too.

o Analyzing the effect of uncertainty, it becomes clear
that the interpolation process is not degraded. Both GSI
and AW-GSI are robust against physical properties and
demand pattern noise. This is specially interesting for
AW-GSI, considering that the AW-generation is fed with
the noise-free pipe diameters and roughness, and hence
the weights are obtained with information that slightly
differs from the one used to generate the hydraulic data.

D. Localization performance

The interpolation results from the previous stage, for both
GSI and AW-GSI, were used as inputs to the DL process,
leading to the training and posterior testing of the methodolo-
gies for leak localization. Note that DL is fed with normalized
residuals, so they must be computed in the case of GSI from
the interpolated leak and leak-free vectors (both GSI and AW-
GSI residuals have to be normalized).

The localization results are presented at Fig. 3. It is divided
into three columns, each displaying performance for different
uncertainty levels (0%, 0.5%, and 1%). In each column,
three accuracy levels are compared based on the number of
successful targets considered:

o Node-level accuracy (indicated by circle markers): indi-
cates the percentage of testing samples for which the
exact leaky node is selected by the trained DL scheme.

o l-neighbour level accuracy (indicated by triangle mark-
ers): denotes the percentage of successful tests when
the Ist layer of neighbours of the exact leaky node are
considered as correct locations too.

o 2-neighbour level accuracy (indicated by square markers):
it is analogue to the previous metric, but considering the
exact node and the first and second layers of neighbours.

Besides, the x-axis stands for the number of virtual sensors
that are considered in each case. In this way, an analysis of
the effect of including extra VS can be performed. Specifically,
the cases of 0, 10, 20, 50, 100, 150, 200 and 252 are included
(this last case implies that all the non-sensorized nodes provide
information to the learning process through the interpolation
data). Note that the previously mentioned sensor placement
methodology [28] is used to add a set of new sensors (virtual)
to the existing set of installed ones. In this way, the VS are
located at areas with a low density of pressure sensors.

These results can be analyzed from various perspectives:
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Fig. 3. Localization performance — GSI vs AW-GSI. The x-axis shows the
number of VS considered, whereas the y-axis shows the localization accuracy
(%). The three columns of subfigures represent different uncertainty levels:
no uncertainty, 0.5% and 1%.

TABLE 11
EXECUTION TIMES FOR THE LOCALIZATION RESULTS PRESENTED IN
FIG. 3.
#VS | 0 | 50 | 100 | 150 252

min) | 73+£0.7 | 74£09 | 75 E1 | 76£0.8 | 77 £0.7

o Regarding the comparison between both interpolation
methodologies, it is clear that the localization accuracy
is greater when AW-GSI is used instead of GSI, for the
vast majority of tested scenarios.

e The inclusion of uncertainty degrades the localization
performance, affecting both interpolation schemes. Nev-
ertheless, the accuracy results for both 1 and 2-level
neighbors are mostly satisfactory, considering that, in
average, the l-level layer of neighbors only occupies
a 1.25% of the total area of network (considering the
proportion of neighbors by total WDN nodes), whereas
the 2-level layer of neighbors occupies 2.55% of the area.

« Note that the 2-neighbors level accuracy is closer between
GSI and AW-GSI when no uncertainty is considered,
while greater differences occur for the node-level case.
However, the opposite is remarked when uncertainty is
introduced. This occurs because uncertainty mostly hin-
ders node-level accuracy, making node-level successful
localizations with no uncertainty to fall to the category
of 1 or 2-neighbors level successful localizations.

o Regarding the number of VSs, it can be observed that the
accuracy drops in comparison to the no-VS case. This is
caused by the interpolation still introducing defects in
the input data to the interpolation process. When starting
to introduce VSs, a sudden drop in the accuracy occurs,
mostly in the node-level, due to the mismatchthat may
occur between measured and interpolated data. This drop
is diminished or even overcome, as the extra informa-
tion introduced when including more and more VS is
consistent with the already provided virtual estimations.



However, let us remark that AW-GSI outperforms GSI
in terms of diminishing the performance drop, even
achieving higher performances for 252 VS than for more
reduced sets of VS in some scenarios.

To complement the localization performance results, we also
present in Table II the average execution times of the training
process as the number of virtual sensors increase. We observe
a slight increase as the number grows, but it is not significant
or in any way prohibiting the use of numerous virtual sensors.
Profiling showed that most time is spent during the sparse
representation stage (79%), followed by the dictionary update
(19%) and the rest is spent iterating over the two.

Another experiment has been carried out to highlight the
contribution of the combination of interpolation and learn-
ing to increase the localization accuracy. Both interpolation-
learning strategies, i.e., GSI-DL and AW-GSI-DL, are com-
pared with the localization strategy, based on a leak candidate
selection method (LCSM), which originally exploited GSI to
interpolate approximated hydraulic heads: GSI-LCSM [19].

The graphical result of this comparison is presented in
Fig. 4. In this figure, the x-axis stands for the considered
depth of neighbours of the actual leak that are considered as
successful targets for the classification process (as detailed for
the cases of node-level, 1-neighbour level and 2-neighbour
level accuracy in the explanations of Fig. 3). This depth is
referred to as the localization area, as it correspond to the set
or area of nodes that constitute a correct localization. Thus,
the aim of this experiment is to study the evolution of the
accuracy from node-level localization up to a certain degree
of neighbours. In this case, a maximum of 6-neighbour level is
considered, which represents a 13.31% of the total number of
network nodes (in average). This selection is justified by the
original nature of GSI-LCSM: the candidate selection stage
of this method dynamically selects the size of the set of
candidates (which can be regarded as the set of successful
targets), as the methodology was designed to yield localization
areas. For the sake of the comparison between GSI-LCSM and
the two DL-based strategies, this dynamic set selection was
substituted by the predefined sets of neihgbours corresponding
to each node and depth level. Thus, we considered appropriate
to reach at least a 12-13% of the network with the maximum
level, regarding the results obtained in terms of candidate areas
in previous works based on GSI-LCSM [42]. Regarding GSI-
DL and AW-GSI-DL, let us remark that the case of 252 VS
(that is, all the network nodes are real or virtual sensors)
is selected for the comparison, considering that GSI-LCSM
exploits all the interpolated information during LCSM.

The results presented yield several interesting conclusions:

o The DL-based methods greatly improve accuracy at node-
level (and reduced depths of neighbors) in comparison
to GSI-LCSM. This confirms the suitability of the ap-
proach to accomplish one of the aims we were pursuing,
specifically the improvement of the usually unreliable
localization of purely data-driven methods at node-level.

o Although the performance of the three methods become
more similar for greater depths of neighbors, the DL-
based approaches continues yielding higher accuracy.
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Fig. 4. Localization performance — GSI-LCSM vs GSI-DL vs AW-GSI-DL.
The x-axis denotes the depth of neighbors of the leaky node considered as
correct targets, and the y-axis represent the localization accuracy (%). From
top to bottom, the subplots represent the cases considering 0%, 0.5% and 1%
noise respectively.

o Noise degrades the node-level (and reduced depths of
neighbors) accuracy of the learning-based techniques, al-
though the performance still improves GSI-LCSM, whose
results are not affected by noise.

VI. CONCLUSIONS

This article presents a leak localization method combining
interpolation and dictionary learning. The novel interpolation
technique, i.e., AW-GSI, leverages the physics behind the
relation between hydraulic heads of neighboring nodes in
WDNs. Additionally, residuals are directly interpolated instead
of hydraulic head values.

The method is applied to the well-known Modena case
study, proving AW-GSI’s improvements over GSI in terms of
interpolation error, considering state and residual estimation;
and posterior localization. Performance is tested for several
uncertainty levels to assess its effect over the estimated
heads/residuals and localization results. We note that uncer-
tainty does not affect the interpolation process, although it
degrades the localization accuracy up to some extent. Besides,
localization experiments involved multiple virtual sensor sets
and various degrees of target node depth.

Improvements are necessary to enhance the interpolation
process and enrich the information for the learning stage. Ad-
ditionally, boosting dictionary learning’s robustness to noisy
data can mitigate classification degradation caused by un-
certainty. This will allow to overcome the limitations of the
learning approaches caused by the noise, leading to a useful
tool for water utilities to work with real data. Nevertheless,
promising results have been obtained in this work, showing im-
provements with respect to previous methods, and confirming
the suitability of the combined interpolation-learning scheme
to compensate the weaknesses of interpolation-only methods.



APPENDIX
PROOF OF LEMMA 1

The implicit function theorem states that for a function
f : R*™™ s R™ which respects the implicit relation
f(x,y) =0, with x € R™, y € R™, in a neighborhood around
(x,y) verifying f(x,y) = 0, there exists (under reasonable
assumptions, [43]) an explicit dependence y = g(x) such that
f(x,g(x)) = 0. Moreover, we have that

og(x) _ [af<x, y>] ~of(xy)
0x; ady 0x;

Equation (11) defines an implicit relation between the

current junction’s head ; and its neighboring junctions’
heads {v;};.5,,20. We may then define the implicit function
fi(vi,v7) = 0 where f; : RIVIH+1 5 R and which comes
from moving c; to the left of the equal sign in (11) and by
grouping all neighboring node’s head values in the vector 1 7,
defined as below (12). Note that the construction is particular
in the sense that f; is a scalar function and thus the Jacobian
inversion from (28) is a simple scalar division.
Applying the apparatus of the implicit function theorem we
have that for a pair (¢;,) verifying f;(¢;,%7) = 0 there
exists the scalar function g; : Rl — R which verifies 1; =
gi(17) on a neighborhood of (¢;, %), thus proving (12) and
allowing to adapt (28) into

,Vi=1...n. (28)

-1

oi(hs) _ {afxwi,wg) ORWLY) ol
0, O o,
(29)
Differentiating after v; in (11), we obtain
(1/)1, ¢J) 0 Z 0.54
bzka (T/) wk)] —Ci |,
awi a’(/)z k: bun£0
= 0.54) b0 bar(vs — )] 2% (30)
k:bik#0
We repeat the procedure for each 1);,j € J and obtain
Of; (i, —o0.
<8% 7) _ 54b%; 00,74 [big (s — ;)] (31

Noting that b2- = 1,Vb;; # 0, we introduce (30) and (31) into
(29), thus arr1v1ng at (13) and concluding the proof.
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