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Abstract—In this research work, a thermal management con-
cept for the auxiliary components in fuel cell vehicles is discussed.
A control-oriented model of the subsystem under analysis is
developed and then used as basis for controller development.
Two control strategies are implemented and compared. The
first is a PI-controller strategy and it is used as a baseline
for performance comparison. The second is an optimization-
based controller (OBC) strategy focused on minimizing the
power consumption of the main actuator. The OBC features a
novel steady-state observer (SSO) developed for thermal circuits
and provides an estimation of the steady-state conditions and
conveniently simplifies the optimization problem by disregarding
the dynamics of the states so that it can be implemented online
with lower computational burden. Comparisons between PI-
control strategy and OBC demonstrate the OBC’s capabilities
in overcoming typical problems associated with the PI-control
strategy including high power consumption of the actuators
and temperature constraint violations under particular operating
conditions.

Index Terms—thermal management, fuel cells

I. INTRODUCTION

OUT of all known types of fuel cell systems, the proton
exchange membrane fuel cell systems (PEMFC) is seen

to have the most potential in the automotive industry [1].
This is primarily due to the fact that PEMFC systems are
able to operate at relatively lower temperature (30◦C to
100◦C) compared to other fuel cell systems, while having a
sufficiently high power density. Automotive PEMFC systems,
under optimal operating conditions, are generally associated
with efficiencies close to 50% [2]. The inefficiencies are
predominantly reflected as heat, whether it be the heat gen-
erated in the stack or in the auxiliaries of the system. If the
temperature of the fuel cell stack is allowed to rise significantly
beyond its nominal operating temperature, it could result in the
dehydration in the membrane layer which ultimately leads to
an irreversible performance loss [3]–[5]. Therefore, to ensure
that the integrity of the fuel cell system is not compromised
due to high temperatures variations, a thermal management
subsystem is heavily relied on to provide sufficient cooling
during operation or heating during cold start-up. This also
applies to the auxiliaries of the fuel cell system.

Most of the studies related to the thermal management of
PEMFC systems discuss the modeling and control of a single
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coolant loop in which the PEM stack is cooled without much
consideration of the auxiliaries of a typical fuel cell vehicle
[6]–[8]. These auxiliaries include the fuel cell compressor’s
motor and power electronics, the DC-DC converter which
connects the stack to the high voltage bus and also an air
intercooler. The prime function of the air intercooler is to
cool down the compressed air which flows into the stack’s
cathode. If the compressed air, which can reach temperatures
beyond 100◦C depending on the operating conditions, is
allowed to flow into the fuel cell stack without cooling, it
may result in irreversible damage by melting the membrane
layer. Furthermore, proper regulation of the air temperature
contributes to higher efficiencies and extends the life span of
the stack [9]. Since liquid-gas intercoolers offer better cooling
than gas-gas intercoolers due to the higher heat capacity of
the liquid coolant, they are more compact and hence are more
suitable for vehicular integration.

Some studies do consider the modeling and control of the
crucial auxiliary components [7], [10], [11]. PI-based control
strategies have been used for the control of the cooling circuits
to ensure coolant temperature references are tracked. In the
2015 Toyota Mirai, the cooling subsystem associated with the
PEMFC system is comprised of a single coolant circuit in
which coolant is pumped through both the stack and a liquid-
gas intercooler [12]. Other more detailed topologies of vehicle
integrated thermal management (VITM) systems in fuel cell
electric vehicles can be shown [13]–[16]. Both the fuel cell
stack and the battery operate at different optimal temperatures,
whereas other system auxiliaries, such as motors or power
converters only require only that the cooling be sufficient. For
this reason, VITM systems are typically composed of different
cooling loops, each operating at different temperatures [13]–
[15].

In the scheme of vehicular energy management,
optimization-based control strategies have provided a good
framework for reducing the energy consumption and enhance
the efficiency of the overall vehicle [17]. When applied to
the drive train of hybrid electric vehicles, optimization-based
controllers (OBCs), whether done offline (such as in [18],
[19]) or online (such as in [20]), have been proved effective.
In [21], an OBC in the frame of nonlinear model predictive
control (MPC) was proposed for one of three cooling loops of
the thermal management system of a plug-in hybrid electric
vehicle. The thermal loads considered in the cooling loop
were the battery bank and its associated power electronics.
The OBC implemented lead to improvement in terms of
energy consumption while fulfilling all the requirements of
the vehicle integrated thermal management (VITM) system.



 

Nonetheless, the OBCs required knowledge of the nonlinear 
system dynamics associated with all components. This 
naturally lead to a more complex optimization problem. 
Some of the dynamics of the thermal elements could also 
be difficult t o p redict u nder d ifferent d riving o r ambient 
conditions.

In this paper, the modeling and control of a fuel cell 
auxiliary cooling circuit (FCAC) of a fuel cell electric vehicle 
is discussed. The FCAC has been developed to cool the 
auxiliaries of the fuel cell system but not the fuel cell stack 
itself. The fuel cell stack requires another cooling circuit 
operating at higher temperature and is out of the scope of 
this paper. FCACs are a necessary must in fuel cell electric 
vehicles. The main objective of FCACs is to provide key 
components, such as air compressors and power converters, 
with sufficient cooling under high load to avoid overheating. 
To do so, they are controlled in such a fashion to keep 
the coolant temperatures at the inlet of auxiliary components 
below certain limits.

The main contribution of this paper resides in the new 
OBC design approach and implementation on FCACs. The 
control-oriented model (COM), used for optimization, was 
made based on a novel steady-state observer (SSO) which 
estimates the states and outputs of the FCAC at steady state 
without requiring knowledge of the dynamic behavior of the 
system. The COM innovatively disregards all dynamics seen 
with the states x(t) and just looks at x(t) at steady state 
(t → ∞). No knowledge of the current states is needed; rather, 
only the control inputs u and other parameters are required. 
This reduction/simplification applied t o t hermal management 
systems is a point of contribution of this paper and conve-
niently simplifies t he o ptimization p roblem m aking i t easier 
to implement online. It can be seen that the developed OBC 
is effectively able to minimize the power consumption of the 
cooling circuit while abiding by all the temperature and mass 
flow constraints. FCACs are a particularly suitable application 
to the developed OBC, since the dynamics of the thermal 
systems are slow (convergence times greater than 50s) and 
are not of huge importance.

The structure for the remainder of the paper is organized as 
follows: Section II gives an overview of the FCAC, describing 
the functions of the components included within the loop. It 
also goes through the dynamic modeling of the FCAC building 
up to a simulation-oriented model (SOM). Finally in Section 
II, the control objectives are presented. In Section III-A, a 
PI-control strategy for control of the FCAC is implemented 
using typical PI-control. Section III-B provides the general 
structure of the OBC and then proceeds in developing a SSO 
based on a static COM. Thereafter, the optimization problem is 
formulated and simulation results of the OBC are presented. 
In Section IV, comparisons between the PI-control strategy 
and OBC are made, highlighting the differences between both 
approaches. Section V proposes a methodology based on the 
developed SSO to simplify the structure of the OBC such 
that it can be implemented on an automotive microcontroller. 
Finally, conclusions for this paper are drawn in Section VI.

II. SYSTEM DESCRIPTION

In an automotive fuel cell system, air is driven through the
cathode line by using an electric compressor. Under high mass
flow rates and pressures, the air exhibits a temperature rise
from compressor inlet to outlet. The speed of rotation of the
compressor, mass flow rate of air, pressure ratio from inlet
to outlet and temperature of the air at the outlet are related.
The relations can best be described through static performance
maps.

To cool the air after compression, an intercooler is generally
incorporated downstream of the compressor to cool down air to
acceptable levels. Furthermore, due to unavoidable electrical
and mechanical losses, in the compressor and its converter,
both the motor and power electronics of the compressor
require cooling under continuous operation. In addition to the
inverter used for the compressor, a DC-DC converter is re-
quired to connect the fuel cell stack to the high voltage bus bar.
This converter also requires cooling due to the heat generated
due to switching losses. While this varies based on loading
conditions, the combined efficiency of the compressor’s drive
and motor is around 90% and the efficiency of the DC-
DC converter is around 98%. Moreover, the compressor can
generate air mass flow rates of up to 120 g/s at temperatures of
upto 160◦C which needs to be cooled to around 70◦C. Taking
that into consideration, a FCAC is needed to dissipate heat
and cool the air after compression.

A. System Layout

A schematic of the FCAC is presented in Fig. 1. As it
can be seen, the system is comprised of a radiator with a
cooling fan, an expansion tank, and electric turbo-compressor
with its inverter, a DC-DC converter, a liquid-gas intercooler,
a centrifugal pump and two three-way diverter valves. Based
on the operating conditions, the radiator has been designed to
have a cooling capacity of 9kW under nominal operation. This
would be sufficient to provide adequate cooling to the system.

B. System Model

1) Thermodynamics: By analyzing the in-flow and out-flow
of enthalpy h and the heat flow Q̇, the dynamics of the thermal
elements within the FCAC can be modeled. As dictated by the
first law of thermodynamics [22],

d

dt
(mu) = hinWin − houtWout ± Q̇, (1a)

dm

dt
= Win −Wout. (1b)

In (1b), u denotes the specific internal energy (in J/kg) within
the particular volume, m is the mass (in kg) of fluid within the
volume, hin and hout denote the specific enthalpy (in J/kg)
flowing into and out of a particular volume, Win and Wout

are the mass inflow and outflow rates (in kg/s) respectively,
Q̇ denotes the heat flow rate (in W) from the volume with
hot medium to volume with cold medium. It should be noted
that Win can be assumed Wout at steady state. Depending on
whether the medium gains or losses heat, either +Q̇ is used
or −Q̇.
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Fig. 1. Fuel cell auxiliaries cooling circuit (FCAC)

The internal energy u within a volume and the enthalpy h
flowing into or out of the volume varies with the temperature
T (in K) and can be expressed as [22]

u =

∫
CvdT , (2a)

h =

∫
CpdT , (2b)

where T is the temperature, Cv and Cp are the specific heat
capacity under constant volume and pressure respectively. The
relation of u and h with T for various materials can be
expressed in maps.

2) Heat Exchangers: Within the FCAC system, there are
two heat exchangers that transfer heat from one medium to
another. As depicted Fig. 1, one is a radiator and the other
is the air intercooler. There are essentially two volumes in
a heat exchanger through which the cold and hot mediums
flow. It should be stated that in the radiator, the hot medium
is the coolant and the cold medium is the air passing through
the radiator fins. A heat flow rate Q̇rad from the coolant to
the air can be defined for the radiator. As for the intercooler,
the heat flow rate Q̇int is defined from the coolant to the air.
Modeling of heat exchangers can be done using (2a). For both
heat exchangers, the heat flow rate depends on the temperature
differential between the hot and cold media can be found
through

Q̇ = (Thot − Tcold)α, (3)

where α is the heat transfer coefficient (in W/K). Generally,
α is influenced by design parameters such as the cross-
sectional area between the two volumes and the wall material
and thickness. In order to develop a control-oriented model,
it is convenient to make use of lookup tables that include
experimental data where α can be obtained for given mass flow

rates and temperatures. Moreover in (3), Thot and Tcold are the
average temperatures in the hot and cold volumes respectively.
Accordingly, the average coolant temperature in the radiator
T rad
c = Thot and the air temperature T rad

a = Tcold. As for the
intercooler, T int

c = Tcold and T int
a = Thot. It should be noted

that “a” subscript is used to refer to air and “c” subscript is
used for the coolant. Assuming that the change in temperature
occurs linearly from the inlet to the outlet of the volumes, the
following hold:

Thot =
Thot
in + Thot

out

2
, (4a)

Tcold =
T cold
in + T cold

out

2
. (4b)

3) Air Compressor and Power Inverter: The heat flow
rates Q̇m and Q̇inv produced by the compressor’s motor and
its inverter are influenced by the operating conditions; as in
the mass flow rate of air through the compressor, which is
equivalent to W int

a,in, and the pressure ratio PR from inlet
to outlet of the compressor. The experimental results were
used to create static maps that can be used to obtain the Q̇m

and Q̇inv from W int
a,in and PR. Generally, W int

a,in is usually
controlled based on the fuel cell stack current demand, in order
to regulate the oxygen stoichiometry and improve the system
efficiency. This is also crucial in order to avoid irreversible
damage due to oxygen starvation in the stack.

Based on the stack power output Pstk, a certain oxygen
stoichiometry (obtained through manipulating W int

a,in) and
operation pressure (which translates to a specific PR) would
lead to optimal operation of the overall fuel cell system in
terms of efficiency. However, since the electrical and air flow
dynamics associated with the stack and the cathode line are
considerably faster than the thermal dynamics associated with



a,in

 

the FCAC, the detailed model of the stack can be replaced by 
a static map. For a stack power output Pstk, the map would 
yield W int and PR required for optimal operation. The power
profile from a typical driving cycle along with this map can
then be used to obtain profiles for W int

a,in and PR and test the
performance of the FCAC.

Based on the output voltage and current of the fuel cell
stack, the DC-DC converter produces a heat at a rate Q̇dc. A
static map is used to approximate Q̇dc based on the power
demand of the vehicle’s drive train Pveh. Knowing Q̇m, Q̇inv

and Q̇dc, (2a) can be used to model the temperature rises in
the coolant as it flows through the thermal components.

4) Radiator Air Flow: The mass flow of air through the
radiator is required to calculate the heat transfer coefficient
αrad in order to model the cooling done by the radiator.
The car manufacturer provided data based on fluid analysis
simulations. The data relates the mass flow rate of air through
the radiator to the speed of the vehicle and the control action
of the cooling fan.

Given (1b)-(4b), a SOM was developed in a Mat-
lab/Simulink enviroment. This was used to test the control
strategies later discussed in this paper.

C. Control Objectives

The control of the FCAC must be done to achieve three main
objectives and also two secondary objectives under varying
ambient conditions of temperature and pressure and also in
the presence of disturbances. There are different external
disturbances that affect the FCAC subsystem. One of them
is the airflow though the radiator fins due to changes in vcar
and ufan. It should be emphasized here that the cooling fan
is not to be controlled by the FCAC; rather, it is an actuator
of another cooling subsystem (high temperature circuit) that is
out of the scope of this paper. That considered, the controllers
developed and presented later on in this paper consider cooling
fan only an external disturbance. This is also true for the
electric compressor, which is controlled by another subsystem
to ensure that the required mass flow rate is supplied to the
stack such that it is not starved of the oxygen it needs to
produce electric current. The compressor also introduces dis-
turbances to the FCAC through the temperature, flow rate and
pressure of the air flowing into the intercooler. Furthermore,
the motor and electronics of the compressor, as well as the DC-
DC converter are heat sources that depend on the operating
conditions of the fuel cell system. This fact must be considered
when constructing a model of the FCAC subsystem.

During the development phase of the fuel cell stack, dif-
ferent thermal simulations were made and a testing campaign
was done. The simulations and testing concluded that 73◦C as
a maximum value for the air temperature entering the stack,
provides a suitable safety margin to avoid irreversible damages
to the fuel cell membranes due to high temperature. Similarly,
thermal testing of the electric compressor also showed that
coolant flowing into the motor’s cooling jacket with tempera-
tures exceeding 55◦C lead to the formation of hot spots in the
stator which leads to motor damage. Furthermore, the provider
of the DC-DC converter reported that coolant temperatures

above 62◦C would provide insufficient heat dissipation at high
fuel cell currents. Using the information provided, the three
primary objectives are henceforth defined and must be satisfied
to avoid damage to the system. These are the following:

1) The air temperature T int
a,out at the outlet of the

intercooler must be below 73◦C.
Since this is the air that flows into the cathode of
the stack, higher temperatures pose risk of damage to
the stack of the membrane. During the development
phase of the fuel cell stack, simulations using a thermal
model were done. These simulations concluded that an
air temperature of 73◦C provides a safety margin such
that damage to the membrane in the stack due to high
temperature is avoided even during peak stack output
power.

2) The coolant temperature before cooling Tc,pre must
be lower than 55◦C.
One of the aspects tested during the compressor com-
missioning was the cooling requirements, particularly
for the electric motor. It was found that when the
temperature of the coolant exceeded 55◦C, hot spots
started to form. As a result, the compressor cannot fully
operate and achieve all desired mass flow rates and must
be de-rated. This condition in turn limits the operation
of the fuel cell system and therefore must be avoided.

3) The coolant temperature T inv
c,out at the outlet of the

compressor’s inverter must be lower than 62◦C.
It was reported that temperatures below 62◦C would
provide inadequate cooling for the DC-DC converter and
would lead to the accumulation of heat and overtime
would cause the overheating of the power electronics,
particularly at high power outputs from the fuel cell
stack.

The secondary objectives are set to enhance the efficiency
of the overall FCAC system and are the following:

1) The air temperature T int
a,out should preferably be as

close to the optimal temperature of 73◦C as possible.
Lower air temperatures reduce the efficiency of the stack
and higher temperatures pose a risk of damage to the
membrane.

2) The pump control upmp should preferably be low.
This is to reduce the power consumption of the FCAC
system.

It is noteworthy that, for such a thermal system, it is the
steady state which is of interest; specifically, the constraints
(whether satisfied or not), the steady-state error for T int

a,out and
finally, the power consumption of the cooling pump. As long
as there are no significant high temperature overshoots, the
dynamics associated with the closed-loop response are of little
interest.

To achieve the aforementioned control objectives, three
actuators are available; namely, the two three-way valves and
the coolant pump. These actuators are manipulated through
u∗
v1, u∗

v2 and u∗
pmp and dictate the flow rates through the



TABLE I
SIMULATION TEST SCENARIOS

Tamb (C◦) Wcp (g/s) PR (-) vcar (km/h)

Scenario 1 -10 80 1.8 30

Scenario 2 35 55 1.4 60

Scenario 3 -10 120 2.2 115

components as follows:

Wc,rad = Wmax
pmp upmp uv2, (5a)

Wc,m = Wmax
pmp upmp uv1, (5b)

Wc,int = Wmax
pmp upmp (1− uv1), (5c)

where Wmax
pmp is the maximum coolant flow rate which can be

delivered by the cooling pump. At maximum speed, the pump
consumes 1 kW of electric power which is the main parasitic
loss of the auxiliary cooling loop.

The control should be implemented in such a way to be
able to successfully fulfill the aforementioned objectives under
various operating conditions. In this paper, three different
scenarios of ambient temperature Tamb, pressure ratio PR
from inlet to outlet of the compressor, mass flows Wcp at outlet
of the compressor and car speeds vcar have been selected and
used to evaluate the performances of the controllers developed.
These test scenarios are summarized in Table. I.
It should be emphasized that, for all forthcoming simulations,
the model is started at ambient conditions, the temperatures
and pressures of the air and coolant in all volumes equal to
the ambient pressure and temperature. The parameters Wcp,
PR and vcar are then changed simultaneously in a step
fashion. This extreme case of having step changes, while not
fully representative of what occurs in a typical driving cycle,
is enough to illustrate the closed-loop dynamic behavior of
the system and controller. However, the dynamic behavior is
not significant in the FCAC. The controller performance is
evaluated based not on the dynamic behavior; rather, on the
steady-state and its ability to fulfill the aforementioned control
objectives.

III. CONTROLLER DESIGN

A. PI Control

PI-controllers are widely adopted as a solution in most
industrial applications. This is also the case for the automotive
industry. Their success can be justified by their effectiveness in
control feedback loops without internal restrictions and their
simple structure, making them suitable for implementation on
rudimentary automotive microcontrollers. Furthermore, tuning
of PI-controllers requires adjusting just two control parameters
(Kp and Ki) and can be done manually without detailed
knowledge of the system model.

To satisfy the aforementioned control objectives, three PI-
controllers were used, each generating a control signal for each

of the actuators. The PI-control strategy can be expressed as

upmp = Kp1(T
int
a,out − T int∗

a,out) +Ki1

∫
(T int

a,out − T int∗

a,out)dt,

uv1 = Kp2(T
dc
c,in − T dc∗

c,in) +Ki2

∫
(T dc

c,in − T dc∗

c,in)dt,

uv2 = Kp3(T
∗
c,pre − Tc,pre) +Ki3

∫
(Tmax

c,pre − Tc,pre)dt.

(6)
where the setpoint T int∗

a,out is the air temperature setpoint after
the intercooler and is 73◦C. This is to be controlled through the
pump via upmp which manipulates the mass flow of the coolant;
thus, the heat flow rate Q̇int and the temperature T int

a,out. The
setpoint T dc∗

c,in is for the temperature of the coolant flowing into
the DC-DC converter and is set to 62◦C as not to exceed the
converter limit of 60◦C. This is tracked by using valve V-1. By
increasing the mass flow Wc,dc through the compressor and
its inverter, i.e., increasing uv1, the temperature rises across
these two components is reduced, which in turns reduces T dc

c,in.
Finally, the setpoint T ∗

c,pre is for the coolant temperature pre-
cooling (location is shown in Fig. 1). When uv2 = 1, all the
coolant flow is passed through the radiator leading to more
cooling and a lower Tc,pre. A setpoint of T ∗

c,pre = 50◦C is
used to add a safety margin of 5◦C as not to exceed the 55◦C
limit of the coolant flowing into the compressor.

There are systematic tuning methods for selecting the Kp

and Ki parameters of the PI-controllers. Tuning in this case
was performed to a achieve a settling time less than 100s and
avoid overshoots in the coolant temperatures greater than 10%.

B. Optimization-Based Controller (OBC)

The control of the FCAC naturally manifests as an optimiza-
tion problem, where the control of the coolant temperature into
the compressor’s motor and DC-DC converter are reflected
as constraints to an associated optimization problem. Further-
more, it is desirable to have the minimum power consumption
of the FCAC through having the pump operate with the least
amount of coolant flow while still fulfilling the primary control
objectives given in Section II-C. This information was used to
develop an OBC which runs online to yield the control signals
for the three actuators.

1) Steady-state Observer (SSO): The OBC is based on
a simplified COM of the FCAC. A distinction is to be
made between the simulation-oriented model (SOM) and the
simplified control-oriented model (COM). The COM is static
and disregards the dynamics associated with the system states.
Rather, the COM is based on a SSO which computes the
system states and outputs at steady-state operation for a
particular set of control inputs. Furthermore, some of the
equations that are outlined in Section II-B and used to develop
the SOM were simplified for use in the SSO. It should be noted
that, in order to simplify the optimization problem associated
with the OBC, the SSO assumes that successful control of
T int
a,out is achieved at steady state. To correct any inaccuracies

that stem from the simplifications, feedback from the SOM
from readily available sensors is used. This ultimately provides
an estimation of the system at steady state.



 

One simplification t hat i s a pplied w ithin t he C OM i s the 
method by which the specific heats C p and enthalpies h  are 
evaluated for the coolant and air. While they are evaluated 
using lookup tables in the SOM, linear regression can be done 
to express these maps as follows:

Cp,k = a0,k + a1,kTk , (7)
Tk = b0,k + b1,khk , (8)

where a0,k, a1,k, b0,k and b1,k are regression coefficients and
the k notation signifies the medium (air or coolant).

When considering the steady state of components in the
thermal circuit, it can be assumed that for all components,
Win = Wout = W . Therefore, the temperature rises from
inlet to outlet can be modeled as

Q̇ = (TinCp,in ± ToutCp,out)W . (9)

Using (9), the dynamics of temperature are neglected. This
can be used for all heating elements making the model simple
and suitable for an OBC. Furthermore, during steady-state op-
eration, the net heat transfer Q̇total should be 0. Accordingly,

Q̇int + Q̇m + Q̇inv + Q̇dc − Q̇rad − Q̇tnk = 0 , (10)

where the subscripts int, m, inv , dc, rad and tnk denote the
intercooler, compressor’s motor, compressor’s inverter, DC-
DC converter, radiator and tank respectively. Q̇tnk can be
considered null since it is typically very small with respect
to the other thermal elements in the cooling loop. Similar to
the SOM, Q̇rad and Q̇int in the COM are evaluated using (3)
where αrad and αint are obtained using lookup tables.

Under successful control of T int
a,out, where T int

a,out = T int∗

a,out,
the heat flow rate of the intercooler, which would be the feed-
forward Q̇FF

int , can be evaluated using

Q̇FF
int = (T int

a,inCp,in − T int∗

a,outCp,out)Wa,int. (11)

It should be noted that when T int
a,in ≤ T int∗

a,out, the intercooler
is bypassed from the coolant side by having uv1 = 1. This
in turn leads to a Q̇FF

int = 0 and accordingly TFF
a,out = T int

a,in.
Using (9)-(10), the feed-forward radiator heat flow rate can be
evaluated as

Q̇FF
rad = Q̇FF

int + Q̇m + Q̇inv + Q̇dc. (12)

Given T rad
a,in, Wa,rad and Q̇FF

rad under successful control, the
temperature of air after the radiator can be found through

ĥrad
a,out = T rad

a,inCp,a,in +
Q̇FF

rad

Wa,rad
, (13)

Notation x̂ denotes that the variable is an estimate of x where
x is general term and can represent temperature, specific heat,
enthalpy, heat flow rate or heat transfer coefficient. Using (8),
T̂ rad
a,out can be calculated. Knowing Wc,rad from the control

inputs upmp and uv2, the heat transfer coefficient α̂rad of the
radiator can be obtained through the lookup table. Having
obtained T̂ rad

a,out from (13), the outlet coolant temperature of
the radiator can be obtained through

T̂ rad
c,out = T̂ rad

a,out +
Q̇FF

rad

α̂rad
. (14)

This would be the required outlet coolant temperature needed
to sustain a steady state where T int

a,out is successfully con-
trolled. From T̂ rad

c,out, the radiator inlet coolant enthlapy ĥrad
c,in,

therefore temperature T̂ rad
c,in, can be found as follows:

ĥrad
c,in = ĥrad

c,out +
Q̇FF

rad

Wc,rad
. (15)

With T̂ rad
c,in and T̂ rad

c,out known, the pre-heating coolant enthalpy
ĥc,pre, and therefore T̂c,pre can be evaluated as follows:

ĥc,pre = Ĉp,inT̂
rad
c,in(1− uv2) + Ĉp,outT̂

rad
c,outuv2 . (16)

Under nominal conditions, if there are no mismatches between
the SOM and COM, T̂c,pre = Tc,pre at steady state. However,
due to the mismatches, a correction must be done based on
the estimation error e1 = Tc,pre − T̂c,pre. This correction is
reflected on the COM as a fictitious source given by Q̇corr

which is evaluated as

Q̇corr = KSSO
p1 e1 +KSSO

i1

∫
e1 dt, (17a)

ĥcorr
c,pre = T̂c,preĈp,pre +

Q̇corr

Wpmp
, (17b)

T̂ corr
c,pre = hc0 + hc1ĥ

corr
c,pre , (17c)

where KSSO
p1 and KSSO

i1 are positive constants that determine
the error convergence dynamics and T̂ corr

c,pre is the corrected pre-
cooling coolant temperature and should eventually converge to
the actual Tc,pre.

Given T̂ corr
c,pre and Wc,dc from upmp and uv1 and knowing the

heat flowrates Q̇m, Q̇inv and Q̇dc, the temperatures T̂m
c,out,

T̂ inv
c,out and T̂ dc

c,out can then be evaluated similar to (15).
Knowing Wc,int from upmp and uv1 and having T int

a,in and
W int

a,in as inputs to the SSO, α̂int can be obtained which should
be equal to αint. However, due to model discrepancies, it is to
be expected that the value of α̂int of the SSO will be different
from that of the actual hardware; thus, leading to different
values of Q̇int and T int

a,out. A correction based on the error
e2 = T int

a,out − T̂ inv
a,out is therefore incorporated through

α̃int = KSSO
p2 e2 +KSSO

i2

∫
e2 dt , (18)

αcorr
int = α̂int + α̃int , (19)

where KSSO
p2 and KSSO

i2 are positive constants. Finally, to
calculate T̂ int

a,out, α
corr
int is first used to evaluate Q̇int as follows:

Q̇int =

Ĉint
p,a,in

CFF
p,a,out

T int
a,in − Ĉint

p,c,in

CFF
p,c,out

T corr
c,pre

1
α̂corr

int
+ 1

Wc,intCFF
p,c,out

+ 1
Wa,intCFF

p,a,out

, (20)

ĥint
a,out = Cint

p,a,inT
int
a,in −

ˆ̇Qint

Wa,int
, (21)

T̂ int
a,out = hc0 + hc1ĥ

int
a,out. (22)

It should be noted that (20) requires the specific heats of the
air and coolant at the outlet. The problem can be simplified
by considering the values under the assumption that air tem-
perature control is achieved and Q̇int = Q̇FF

int . While this
simplifies the evaluation, it introduces minor inaccuracies. The
inaccuracies are, however, corrected by αint.



2) Optimization Problem: The OBC is structured around
an optimization problem. The problem is primarily the mini-
mization of the error eT = T ∗

a,out− T̂ int
a,out. Note that there is a

set of solutions (upmp, uv1 and uv2) to minimize eT , some of
which violate the coolant temperature constraints and some are
more desirable than others since they can reduce the energy
consumption of the pump. While the PI-control strategy does
not take account of the constraint problem associated with
the states, the OBC can be attuned through its optimization
problem to specifically target the solutions which minimize
eT , do not violate the constraints while also using the least
amount of energy to run the coolant pump.

The optimization problem considered by the OBC is stated
as follows:

min
u

e2T +Ru2
pmp,

s.t. T̂ int
a,out ≤ 80,

T̂ corr
c,pre ≤ 50,

T̂ inv
c,out ≤ 60,

0.1 ≤ upmp ≤ 1,

0.1 ≤ uv1 ≤ 1,

0 ≤ uv2 ≤ 1,

(23)

where u = [upmp uv1 uv2] and R is a weighting constant.
It should be noted that both upmp and uv1 are constrained
to a minimum value of 0.1 as to ensure a certain coolant
circulation through the compressor and DC-DC converter. The
constrained optimization can be be solved using the fmincon
function from the optimization toolbox in Matlab. Since the
dynamics associated with the thermal system are slow, this
optimization can be triggered and solved every 10 seconds to
yield a new set of solutions (upmp, uv1 and uv2) to be used.

IV. RESULTS

The PI-control strategy and the OBC were tested under the
3 different scenarios shown in Table. I. The simulation results
for those 3 scenarios are presented in Fig. 2. As shown in
Fig. 2(a) for the PI-controller and Fig. 2(b) for the OBC, both
control strategies were able to track the setpoints successfully
for Scenario 1. It should be highlighted that, as is shown in
Fig. 2(b) for the OBC, the constraint for TDC

c,in was struck
which lead to a Tc,pre lower than the maximum set to 50◦C.
This satisfies the control objectives set since the requirement
for Tc,pre is a constraint and not a setpoint to be tracked.

Despite of successful control in Scenario 1, when imple-
menting the PI-control strategy, problems can still be en-
countered under certain conditions. This is due to the fact
that, whenever a setpoint is reached, the respective actuator
becomes stagnant and fixed which restricts the operation of
the entire system. For example, since only T int∗

a,out is used to
control the pump, once this reference is reached, upmp remains
constant. In the event where uv2 = 1 and Tc,pre > T ∗

c,pre, the
control strategy fails to provide more cooling and track T ∗

c,pre.
This is illustrated in Fig. 2(c) for Scenario 2. In an ideal case,
the controller should be smart enough to increase upmp and
manipulate uv2 such that the coolant flow through the radiator
is increased. This would increase the heat dissipated Q̇rad

which in turns lowers Tc,pre to a point where Tc,pre ≤ 55◦C.
To maintain the same temperature where T int

a,out = T int∗

a,out, the
smart controller would then reduce the coolant flow through
the intercooler via changing uv1. In Fig. 2(e), Scenario 3 with
PI-control is illustrated. It can be seen that a problem, similar
to the problem depicted in Scenario 2, is encountered. The
distinction here is that, in Scenario 2, the control of T int

a,out

is successful and upmp remains constant while uv1 and uv2

both saturate and lose control of the coolant temperatures. In
Scenario 3, however, the coolant temperatures are successfully
controlled meaning that both uv1 and uv2 remain constant.
Under this constricted range of operation, upmp saturates and
fails to control T int

a,out. Controller saturation was, however,
not encountered with the OBC as seen in Fig. 2(d) and Fig.
2(f). All control objectives were successfully fulfilled by the
OBC for Scenario 2 and Scenario 3. This demonstrates a clear
advantage of implementing the OBC instead of the PI-control
strategy.

A drawback of using PI-controllers for the FCAC is the
inefficiency associated with the pump operation. This is
demonstrated in Fig. 2(a) for Scenario 1. There are namely
two ways of increasing the cooling effect of the radiator Q̇rad:
either by increasing the mass flow delivered by the pump or
diverting more mass flow through the radiator using valve V-2.
While V-2 does not consume energy at steady state, the pump
consumes energy based on the coolant flow rate. Accordingly,
a more optimal solution to decreasing Tc,pre is to increase uv2

and then increase upmp once uv2 is saturated at 1. However,
it can be seen that uv2 = 0.29 at steady state for Scenario 1.
For more efficient operation, uv2 should be increased while
upmp should be decreased to reduce the power consumption of
the pump. This was seen with the OBC as shown in Fig. 2(b).
The pump control action was less with the OBC (upmp = 0.14)
than with the PI-control strategy (upmp = 0.95).

Another issue of using PI-controllers is that, while T dc
c,in

must remain smaller than 62◦C and Tc,pre less than 55◦C,
these are not setpoints; rather, they are constraints. With the PI-
controllers, the system operation is restricted to T dc

c,in = T dc∗

c,in

and Tc,pre = T ∗
c,pre which does not ensures optimal operation

of the system. In certain scenarios, this may be either ineffi-
cient or even infeasible. The temperature limitations on Tc,pre

and T dc
c,in are, however, intrinsically considered by the OBC.

Accordingly, the OBC is not limited to operate in the range
where T dc

c,in = T dc∗

c,in and Tc,pre = T ∗
c,pre and can therefore

better avoid controller saturation. Moreover, since the cost
function of the optimization problem, shown in (23), was
designed to minimize upmp, the OBC leads to lower power
consumption than the PI-control strategy.

Table. II presents the steady-state values of the control
inputs and of the outputs for both the PI-control strategy and
the OBC. When comparing the two, it can be seen that in
Scenario 1, both were able to fulfill the three crucial control
objectives. From a steady-state point of view, in Scenario 1,
the constraints for both control strategies were satisfied. Never-
theless, while at steady state upmp = 0.95 for the PI-controller,
the OBC lead to a much lower pump power consumption
with upmp = 0.14. The high pump power consumption was
highlighted grey for emphasis. The high power consumption



(a) Scenario 1 using PI-control (b) Scenario 1 using OBC

(c) Scenario 2 using PI-control (d) Scenario 2 using OBC

(e) Scenario 3 using PI-control (f) Scenario 3 using OBC

Fig. 2. Simulation results



TABLE II
SIMULATION RESULTS OF PI-CONTROL AND OBC (STEADY-STATE VALUES)

upmp uv1 uv2 T int
a,out (◦C) TDC

c,in (◦C) Tc,pre (◦C) Pump Power (W)

PI OBC PI OBC PI OBC PI OBC PI OBC PI OBC PI OBC

Scenario 1 0.95 0.14 0.29 0.41 0.21 1.00 72 72 60 60 50 32 902 20

Scenario 2 0.33 0.19 0.90 0.93 1.00 1.00 72 72 66 55 59 50 108 36

Scenario 3 1.00 0.22 0.28 0.32 0.21 1.00 80 72 60 60 50 27 1000 48

resulting from PI-control was also seen in Scenario 3 with
upmp = 1 (saturated) and upmp = 0.14 for the OBC. This
demonstrates a clear advantage of opting for the OBC rather
than the PI-control strategy. For a fuel cell vehicle, using
an OBC would lead to an increase in system efficiency due
to the reduction of parasitic consumption. When examining
Scenarios 2 and 3 for both controllers, it can be clearly seen
that the PI-control strategy fails to satisfy the constraints, as
indicated with the red highlighting, due to the cross coupling
discussed in Section III-A. When tested with the OBC, it can
be seen that this issue is completely resolved. While the PI-
control strategy may seem more attractive due to its relatively
simple nature, it may fail to satisfy constraints and cannot
guarantee efficient operation of the FCAC. This remains the
case regardless of how the PI parameters are tuned.

V. IMPLEMENTATION ON AUTOMOTIVE
MICROCONTROLLER

Implementing the developed OBC strategy requires a solver
for the optimization problem. This makes its implementation
more challenging. Nevertheless, the structure of the OBC can
be further simplified for series production implementation
without the need of a solver. This is possible to the con-
vexity of the optimization problem and can be done using
the proposed SSO. The following control logic, for example,
guarantees that the constraints are satisfied and that the power
consumption of by the pump is kept to a minimum given that
the radiator is sufficiently large to provided the desired cooling
power:

1) The initial condition for the optimization variables is set
to be upmp = 0.1, uv1 = 1 and uv2 = 1. This ensures
that the all of the coolant flows through the radiator and
that intercooler is entirely bypassed. This set of control
inputs can be used via the discussed SSO to evaluate the
temperatures T̂ int

a,out, T̂
corr
c,pre and T̂ inv

c,out.
2) If at least one of the coolant temperature constraints

for T̂ corr
c,pre and T̂ inv

c,out given in (23) is violated, upmp is
increased by a defined increment ∆upump and the coolant
temperatures are evaluated again. This is repeated until
both coolant temperature constraints are satisfied or
upump = 1.

3) If the evaluated T̂ int
a,out exceeds 73◦C, uv1 is reduced by

a defined increment ∆uv1 towards a minimum of 0.1.
This increases the coolant mass flow and the cooling
power of the intercooler.

4) The air and coolant temperatures are evaluated using
the SSO. If coolant temperature constraints are violated,

goto step 2). Otherwise, if T̂ int
a,out exceeds 73◦C, go to

step 3).
5) Steps 2) to 4) are repeated until all constraints are

satisfied and either T̂ int
a,out < 73 or upmp = 1.

6) Steps 1) to 5) are repeated every 10s. After each itera-
tion, the control values after step 4) are applied and the
SSO is updated with new values of α̃int and Q̇corr.

The control logic is well suited for the case where T int
a,in >

73◦C where the air requires cooling. In such cases, it more
efficient to circulate the entire coolant flow through the radiator
(uv2 = 1). The control logic can be further extended for the
cases where T int

a,in < 73◦C such that the radiator is bypassed
to use the heat generated in the other auxiliary components to
warm up air entering the intercooler.

VI. CONCLUSIONS

In coupled systems with slow dynamics, such as vehicle-
integrated thermal management systems, where the steady-
state condition is of much more interest and relevance than the
speed of the dynamic response, the proposed OBC strategy can
be successfully utilized with reduced computational burden.
This is a result of the using the control-oriented model based
on a steady-state observer proposed in this paper. Using the
SSO, knowledge of the dynamic behavior of each component
is not needed. Therefore, the complexity of the optimization
problem is significantly reduced making the approach more
suitable for practical implementation. The innovative approach
of implementing an OBC method on a VITM system was
shown to lead to a reduction in the energy consumption of the
main actuator (water pump) and resolve the coupling effect
usually seen when using PI-based controllers. Furthermore,
the use of the proposed OBC can be extended beyond VITMs.
This can be done through first solving for the steady state given
a certain set of control inputs and creating a SSO. The SSO
can then be used as basis for the optimization problem.
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NOMENCLATURE

m mass of fluid
u internal energy
Cv ,Cp specific heat capacity under constant volume

and pressure
h enthalpy
Win,Wout inflow and outflow rates
Q̇ heat flow rate
α heat transfer coefficient
upmp pump control action
Thot, Tcold temperatures at hot and cold volumes
Tc,pre coolant temperature pre-cooling
uv1, uv2 control actions of valves V1 and V2
ai,k, bi,k regression coefficients
e error signal

Subscripts and Superscripts
ˆ estimated/observed value
∗ reference value
˜ correction signal
corr corrected value
in,out at inlet or at outlet
a,c of air or of coolant
int intercooler
rad radiator
dc DC-DC converter
m compressor’s motor
inv compressor’s inverter
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