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Abstract. For an arbitrary valued field (K, v) and a given extension v(K∗) ↪→ Λ
of ordered groups, we analyze the structure of the tree formed by all Λ-valued
extensions of v to the polynomial ring K[x]. As an application, we find a model for
the tree of all equivalence classes of valuations on K[x] (without fixing their value
group), whose restriction to K is equivalent to v.

Introduction

A valuation on a commutative ring A is a mapping µ : A → Λ∞, where Λ is an
ordered abelian group, satisfying the following conditions:

(0) µ(1) = 0, µ(0) =∞,
(1) µ(ab) = µ(a) + µ(b), ∀ a, b ∈ A,
(2) µ(a+ b) ≥ min{µ(a), µ(b)}, ∀ a, b ∈ A.

The support of µ is the prime ideal p = supp(µ) = µ−1(∞) ∈ Spec(A). The value
group of µ is the subgroup Γµ ⊂ Λ generated by µ (A \ p).

Two valuations µ, ν on A are equivalent if there is an isomorphism of ordered
groups ι : Γµ →∼ Γν such that ν = ι ◦ µ. In this case, we write µ ∼ ν.

The valuative spectrum of A is the set Spv(A) of equivalence classes of valuations
on A. We denote by [µ] ∈ Spv(A) the equivalence class of µ.

Any ring homomorphism A→ B induces a restriction of valuations which behaves
well on equivalence classes and determines a mapping Spv(B)→ Spv(A).

For any field K we may consider the relative affine line Spv(K[x])→ Spv(K).
Given any valuation v on K, the fiber Tv of the equivalence class [v] ∈ Spv(K) is

called the valuative tree over the valued field (K, v).

Tv ↪−→ Spv(K[x])

↓ ↓
[v] ↪−→ Spv(K)

This terminology is borrowed from Favre and Jonsson’s book [7], where valuations
of certain 2-dimensional local rings are studied. In the case rk(Γ) = 1 and K alge-
braically closed, the valuative tree admits a structure of a Berkovich space and has
relevant analytical properties [3].
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The main aim of this paper is to obtain a thorough description of the tree Tv for
an arbitrary valued field (K, v).

In the first part of the paper, composed of sections 1–5, we fix an extension Γ ↪→ Λ
of ordered abelian groups, and we describe the tree T = T (Λ) formed by all Λ-valued
extensions of v to K[x].

Section 1 includes some background on key polynomials of valued fields. For any
valuation µ on K[x], let KP(µ) be the set of Maclane-Vaquié key polynomials for µ.
If KP(µ) 6= ∅, then µ has a degree and a singular value, defined as deg(µ) = deg(φ),
sv(µ) = µ(φ), for any key polynomial φ ∈ KP(µ) of minimal degree.

Section 2 discusses tangent directions and the tangent space of T . The leaves
of T (maximal nodes) are characterized by the property KP(µ) = ∅. The set of
tangent directions of an inner node µ ∈ T is parametrized by the set KP(µ)/∼µ of
µ-equivalence classes of key polynomials.

Section 3 describes the set Lfin(T ) of finite leaves of the tree, determined by all
valuations with non-trivial support. There is a bijection between Lfin(T ) and the set
of monic irreducible polynomials in Kh[x], where Kh is a henselization of K. This
result is just a reformulation of classical valuation-theoretic results.

Section 4 describes the set of infinite leaves of T , which are a kind of limit of certain
totally ordered families of inner nodes of T . This section contains a detailed analysis
of limit augmentations of valuations too. This concept was introduced by Vaquié in
his fundamental papers [17, 18] extending to arbitrary valued fields the pioneering
work of Maclane for discrete rank-one valued fields [11].

Limit augmentations are based on continuous families of iterated augmentations.
In the literature, we find different conditions imposed on these families, serving differ-
ent purposes. We define a continuous family as a totally ordered family of valuations
in T , containing no maximal element, and having a stable degree. There is a nat-
ural equivalence relation between these families and we show, in Lemma 4.11, that
every equivalence class of continuous families contains a family satisfying all relevant
conditions that are attributed to these families in the literature.

Section 5 gives a detailed description of T . Section 5.1 reviews the fundamental
result of Maclane-Vaquié describing how to reach all nodes of T by a combination of
ordinary augmentations, limit augmentations and stable limits. Every node µ ∈ T
may be linked to some degree-one node in T by an essentially unique Maclane-Vaquié
(MLV) chain, supporting data intrinsically associated to µ [14]. For instance, each
node µ ∈ T has a depth, defined as the length of its MLV chain, which is either a
natural number or infinity. In Section 5.2, we show that these intrinsic data encode
arithmetic or geometric invariants of µ, depending on the context in which the base
valued field (K, v) is considered. Sections 5.3–5.5, describe the different kinds of paths
we may find in T . In Section 5.6, we prove that every two nodes of T have a greatest
common lower node in T and relate our description of T to the notion of Λ-tree.

In the second part of the paper, composed of sections 6–7, we find a concrete model
for the valuative tree Tv.

For any valuation µ on K[x] extending v, the embedding Γ ↪→ Γµ is a small
extension of ordered groups; that is, if Γ′ ⊂ Γµ is the relative divisible closure of Γ in
Γµ, then the quotient Γµ/Γ

′ is a cyclic group [9, Thm. 1.5].
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In [10], a universal extension Γ ↪→ RI
lex of ordered groups is constructed, which

contains all small extensions of Γ up to Γ-isomorphism as ordered groups. On a
certain subset Rsme ⊂ RI

lex, an equivalence relation ∼sme is defined such that the
quotient set Rsme/∼sme parametrizes the quasi-cuts of the divisible hull of Γ. Also,
there is a canonical subset Γsme ⊂ Rsme which faithfully represents all ∼sme classes.

In Section 6, we consider the subtree T 0 ⊂ T (RI
lex) formed by all nodes µ such that

Γµ ⊂ Rsme. Then, we characterize equivalence of valuations in T 0 as follows.

Proposition 6.3. Let µ, ν ∈ T 0 be two inner nodes. Then, µ ∼ ν if and only if the
following three conditions hold:

(a) The valuations µ, ν admit a common key polynomial of minimal degree.
(b) For all a ∈ K[x] such that deg(a) < deg(µ), we have µ(a) = ν(a).
(c) sv(µ) ∼sme sv(ν).
In this case, we have KP(µ) = KP(ν).

In Section 7, we consider the subtree Tsme ⊂ T 0 formed by all leaves of T 0, and
all inner nodes µ such that sv(µ) belongs to Γsme. Then, we use Proposition 6.3 to
obtain our main theorem.

Theorem 7.1 The mapping µ 7→ [µ] induces a bijection between Tsme and Tv.
In the rest of the section, we discuss special features of the paths in Tsme and we

show the existence of primitive nodes, leading to a certain stratification of the tree
by limit-depth, which is the number of limit augmentations in the MLV chains.

The techniques of this paper have been applied in two different contexts [1, 15].
Let (Kh, vh) be a henselization of (K, v). In [1], we use the primitive nodes of the
valuative tree to establish a complete parallelism between the arithmetic properties
of irreducible polynomials F ∈ Kh[x], encoded by their Okutsu frames, and the
valuation-theoretic properties of their induced valuations vF on Kh[x], encoded by
their MLV chains. In [15], it is shown that the natural restriction mapping Tvh → Tv
is an isomorphism of posets.

1. Key polynomials over valued fields

In this section we introduce notation and well-known facts on key polynomials.
Proofs and a more detailed exposition can be found in the survey [13].

For any field L, let Irr(L) be the set of monic irreducible polynomials in L[x].
Let (K, v) be a valued field. Let k be the residue class field, Γ = v(K∗) the value

group and ΓQ = Γ⊗Q the divisible hull of Γ.
Let Γ ↪→ Λ be an extension of ordered abelian groups. We write simply Λ∞ instead

of Λ ∪ {∞}. Consider a valuation on the polynomial ring K[x]

µ : K[x] −→ Λ∞
whose restriction to K is v. Let p = µ−1(∞) be the support of µ.

The valuation µ induces in a natural way a valuation µ̄ on the field of fractions of
K[x]/p; that is, K(x) if p = 0, or K[x]/(f) if p = fK[x] for some f ∈ Irr(K).

The residue field kµ of µ is, by definition, the residue field of µ̄.
We say that µ is commensurable (over v) if Γµ/Γ is a torsion group. In this case,

there is a canonical embedding Γµ ↪→ ΓQ. All valuations with nontrivial support are
commensurable.
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For any α ∈ Γµ, consider the abelian groups:

Pα = {g ∈ K[x] | µ(g) ≥ α} ⊃ P+
α = {g ∈ K[x] | µ(g) > α}.

The graded algebra of µ is the integral domain:

Gµ := grµ(K[x]) =
⊕

α∈Γµ
Pα/P+

α .

There is a natural initial term mapping inµ : K[x]→ Gµ, given by inµ p = 0 and

inµ g = g + P+
µ(g) ∈ Pµ(g)/P+

µ(g), if g ∈ K[x] \ p.

There is a natural embedding of graded algebras Gv := grv(K) ↪→ Gµ.
The following definitions translate properties of the action of µ on K[x] into alge-

braic relationships in the graded algebra Gµ.

Definition. Let g, h ∈ K[x].
We say that g, h are µ-equivalent, and we write g ∼µ h, if inµ g = inµ h.
We say that g is µ-divisible by h, and we write h |µ g, if inµ h | inµ g in Gµ.
We say that g is µ-irreducible if (inµ g)Gµ is a nonzero prime ideal.
We say that g is µ-minimal if g -µ f for all nonzero f ∈ K[x] with deg(f) < deg(g).

The µ-minimality condition admits a relevant characterization [13, Prop. 2.3].

Lemma 1.1. A polynomial g ∈ K[x] \K is µ-minimal if and only if µ acts as follow
on g-expansions:

f =
∑

0≤s
asg

s, deg(as) < deg(g) =⇒ µ(f) = min {µ (asg
s) | 0 ≤ s} .

Definition. A (Maclane-Vaquié) key polynomial for µ is a monic polynomial in K[x]
which is simultaneously µ-minimal and µ-irreducible.

The set of key polynomials for µ is denoted KP(µ).

All φ ∈ KP(µ) are irreducible in K[x]. Let [φ]µ ⊂ KP(µ) be the subset of all
key polynomials µ-equivalent to φ. Two µ-equivalent key polynomials have the same
degree [13, Prop. 6.6]; hence, it makes sense to consider the degree deg [φ]µ of a class.

The existence of key polynomials can be characterized as follows [13, Thm. 4.4].

Theorem 1.2. The following conditions are equivalent.

(1) KP(µ) = ∅.
(2) µ is commensurable and kµ/k is an algebraic extension of fields.
(3) Gµ is a simple algebra (all nonzero homogeneous elements are units).

Definition. Suppose that KP(µ) 6= ∅ and take φ ∈ KP(µ) of minimal degree. The
degree and singular value of µ are defined as

deg(µ) = deg(φ), sv(µ) = µ(φ).

The singular value is well defined by [13, Thm. 3.9].

Another relevant invariant of a valuation µ on K[x] is its field κ = κ(µ) of algebraic
residues, defined as the relative algebraic closure of k in the residue field kµ of µ.

Let ∆ = ∆µ ⊂ Gµ be the subring of homogeneous elements of degree zero in the
graded algebra. There are natural embeddings

k ↪→ κ ↪→ ∆ ↪→ kµ.
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The structure of ∆ as a κ-algebra plays an essential role in the description of the
branches of a node in the valuative tree.

Theorem 1.3. Let µ be a valuation on K[x], whose restriction to K is v.

(1) If KP(µ) = ∅, then κ = ∆ = kµ is a countably generated extension of k.
(2) If µ is incommensurable, then κ = ∆ = kµ is a finite extension of k.
(3) If µ is commensurable and KP(µ) 6= ∅, then ∆ = κ[ξ] and kµ = κ(ξ), for some

ξ ∈ ∆ which is transcendental over κ.

The valuations µ falling in case (3) of Theorem 1.3 are said to be residually tran-
scendental. There is a tight link between ∆ and the set KP(µ) [13, Thm. 6.7]

Theorem 1.4. If KP(µ) 6= ∅, the residual ideal mapping

KP(µ) −→ Max(∆), φ 7−→ (inµ(φ)Gµ) ∩∆

induces a bijection between KP(µ)/∼µ and the maximal spectrum of ∆.

If µ is incommensurable, then ∆ is a field and Max(∆) is a one-element set. In this
case, KP(µ) = [φ]µ, for any monic polynomial φ ∈ K[x] of minimal degree such that
µ(φ) is torsion-free over Γ.

If µ is residually transcendental, Theorems 1.3 and 1.4 yield a bijection

KP(µ)/∼µ ←→ Max(∆) ←→ Irr(κ),

which depends on the choice of a generator ξ for ∆, as shown in Theorem 1.3(3).

2. Tree of valuations with values in a fixed group

Let T = T (Λ) be the set of all valuations µ : K[x]→ Λ∞, whose restriction to K
is v. This set admits a partial ordering. For µ, ν ∈ T we say that µ ≤ ν if

µ(f) ≤ ν(f), ∀ f ∈ K[x].

As usual, we write µ < ν to indicate that µ ≤ ν and µ 6= ν.
If µ ≤ ν, there is a canonical homomorphism of graded Gv-algebras:

Gµ −→ Gν , inµ f 7−→

{
inν f, if µ(f) = ν(f),

0, if µ(f) < ν(f).

This poset T has the structure of a tree. By this, we simply mean that all intervals

(−∞, µ ] := {ρ ∈ T | ρ ≤ µ}
are totally ordered [14, Thm. 2.4].

Definition. A node µ ∈ T is a leaf if it is a maximal element with respect to the
ordering ≤. Otherwise, we say that µ is an inner node.

Theorem 2.1. [14, Thm. 2.3] A node µ ∈ T is a leaf if and only it KP(µ) = ∅.

All valuations with nontrivial support are leaves of T , because they satisfy condition
(2) of Theorem 1.2. We call them finite leaves. The leaves of T having trivial support
are valuation-algebraic in Kuhlmann’s terminology [9]. We call them infinite leaves.
We denote the set of leaves and subsets of finite and infinite leaves as follows:

L(T ) = Lfin(T ) t L∞(T ),
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Definition. For a leaf µ ∈ L(T ) we define its degree as:

deg(µ) = sup {deg(ρ) | ρ ∈ T , ρ < µ} ∈ N∞.

A finite leaf µ ∈ Lfin(T ) has supp(µ) = fK[x] for some monic irreducible f ∈ K[x]
and deg(µ) = deg(f). The infinite leaves may have finite or infinite degree.

2.1. Tangent directions and augmentations. Let µ, ν be two nodes in T such
that µ < ν. Let t(µ, ν) be the (nonempty) set of monic polynomials φ ∈ K[x] of
minimal degree satisfying µ(φ) < ν(φ).

We say that t(µ, ν) is the tangent direction of µ, determined by ν. This terminology
will be justified in section 2.2, when we study the tangent space of T .

The following properties of t(µ, ν) were proven by Maclane for discrete rank-one
valued fields, and generalized by Vaquié to arbitrary valued fields [18, Thm. 1.15],
[14, Prop. 2.2, Cor. 2.5].

Lemma 2.2. Let µ < ν be two nodes in T and let φ ∈ t(µ, ν).

(1) The polynomial φ belongs to KP(µ) and t(µ, ν) = [φ]µ. Also, deg(µ) ≤ deg(ν).
(2) For all nonzero f ∈ K[x] the equality µ(f) = ν(f) holds if and only if φ -µ f .
(3) If µ < ν < ρ in T , then t(µ, ρ) = t(µ, ν). In particular,

µ(f) = ρ(f) ⇐⇒ µ(f) = ν(f), ∀ f ∈ K[x].

On the other hand, for any inner node µ ∈ T , all µ-equivalence classes in KP(µ)
are the tangent direction of µ with respect to some ν ∈ T such that µ < ν. Indeed,
for any φ ∈ KP(µ) and any γ ∈ Λ∞ such that µ(φ) < γ, we may construct the
augmented valuation ν = [µ;φ, γ], defined in terms of φ-expansions as

f =
∑

0≤s
asφ

s, deg(as) < deg(φ) =⇒ ν(f) = min{µ(as) + sγ | 0 ≤ s}.

Note that ν(φ) = γ. The following properties of this augmented valuation are also
due to Maclane and Vaquié [14, Prop. 2.1].

Lemma 2.3. Let ν = [µ;φ, γ] be an augmented valuation of µ.

(1) We have µ < ν and t(µ, ν) = [φ]µ.
(2) The value group of ν is Γν =

〈
Γµ,φ, γ

〉
, where Γµ,φ is the subgroup

Γµ,φ = {µ(a) | a ∈ K[x], 0 ≤ deg(a) < deg(φ)} .
(3) If γ =∞, then supp(ν) = φK[x]. If γ <∞, then φ is a key polynomial for ν

of minimal degree. In both cases, deg(ν) = deg(φ).

For all φ∗ ∈ KP(µ), γ∗ ∈ Λ∞ such that µ(φ∗) < γ∗, [14, Lem. 2.8] shows that

(1) [µ; φ, γ] = [µ; φ∗, γ∗] ⇐⇒ µ(φ∗ − φ) ≥ γ = γ∗ =⇒ φ ∼µ φ∗.

2.2. The tangent space of T . For any inner node µ ∈ T , consider the quotient set

TD(µ) = {ν ∈ T | µ < ν} /∼tan,

with respect to the equivalence relation ∼tan which considers ν ∼tan ν
′ if and only if

(µ, ν] ∩ (µ, ν ′] 6= ∅.
The transitivity of ∼tan follows easily from the fact that T is a tree. We denote

by [ν]tan the class of ν. The elements of TD(µ) can be identified with the tangent
directions of µ defined in the last section.
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Proposition 2.4. For all inner nodes µ ∈ T , the association

φ 7−→ tµ(φ) := [ [µ; φ, γ] ]tan , γ ∈ Λ∞, γ > µ(φ),

is independent of the choice of γ and so it defines a mapping tµ : KP(µ) → TD(µ),
which induces a bijection between KP(µ)/∼µ and TD(µ).

Proof. If µ(φ) < γ < γ∗, then ν < [µ; φ, γ] < [µ; φ, γ∗]. Thus, [µ; φ, γ] ∼tan

[µ; φ, γ∗], so that the mapping tµ is well defined.
Take ν ∈ T such that µ < ν. For all φ ∈ t(µ, ν) we have

µ < [µ; φ, ν(φ)] ≤ ν,

by comparing their actions on φ-expansions. Thus, tµ(φ) = [ν]tan. This proves that
tµ is onto. Finally, let us show that, for all φ, φ∗ ∈ KP(µ), the equality tµ(φ) = tµ(φ∗)
holds if and only if φ ∼µ φ∗.

If φ ∼µ φ∗ and γ = µ(φ − φ∗) > µ(φ), then [µ; φ, γ] = [µ; φ∗, γ], by (1); thus
tµ(φ) = tµ(φ∗). Conversely, if tµ(φ) = tµ(φ∗), there exists ρ ∈ T such that

µ < ρ ≤ [µ; φ, γ] and µ < ρ ≤ [µ; φ∗, γ∗],

for some γ > µ(φ), γ∗ > µ(φ∗). By [14, Lem. 2.7], there exist δ, δ∗ ∈ Λ such that
[µ; φ, δ] = ρ = [µ; φ∗, δ∗]. By (1), we have φ ∼µ φ∗. �

By the remarks following Theorem 1.4, TD(µ) is a one-element set if µ is incom-
mensurable, while there is a (non-canonical) bijection between TD(µ) and Irr(κ(µ)),
if µ is commensurable.

Definition. The tangent space of T is the set T(T ) containing all pairs (µ, t), where
µ is an inner node in T and t ∈ TD(µ) is a tangent direction of µ.

3. Finite leaves

For any field L and a monic irreducible polynomial F ∈ Irr(L), we denote by LF
the simple field extension L[x]/(F ).

In this section, we assume that Λ contains the divisible closure of Γ; that is, ΓQ ⊂ Λ.
Under this assumption, the set Lfin(T ) of finite leaves of T may be parametrized as

Lfin(T ) = {(φ, ν̄) | φ ∈ Irr(K), ν̄ valuation on Kφ extending v} ,
where we identify each pair (φ, ν̄) with the following valuation with support φK[x]:

ν : K[x] −� Kφ
ν̄−→ ΓQ∞

Every simple field extension L/K admits a finite number of extensions of v to L.
Any such extension determines an infinite number (if K is infinite) of finite leaves of
T , one for each φ ∈ Irr(K) such that Kφ is K-isomorphic to L. For instance, the
valuation v on K determines the finite leaves (x− a, v), for a running in K.

Let us recall the description of all extensions of v to simple finite extensions of K,
which can be found (for instance) in [6, Sec. 17]. Let us first describe all extensions
of v to an arbitrary algebraic extension L of K. These extensions are commensurable
over v; thus, we aim to describe the set:

E(L) = {w : L −→ ΓQ∞ | w valuation extending v} .
Consider K ⊂ Ksep ⊂ K, the separable closure of K in a fixed algebraic closure K.
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Let v̄ be a fixed extension of v to K. Let K ⊂ Kh ⊂ Ksep be the henselization of
K determined by the choice of v̄. Thus, Kh is the fixed field of the decomposition
group of the restriction of v̄ to Ksep.

On the set Mon(L/K) of all K-morphisms from L to K, we define the following
equivalence relation

λ ∼Kh λ′ ⇐⇒ λ′ = σ ◦ λ for some σ ∈ Aut(K/Kh).

Theorem 3.1. The mapping Mon(L/K) → E(L), defined by λ 7→ v̄ ◦ λ, induces a
bijection between the quotient set Mon(L/K)/∼Kh and E(L).

K

λ(L)

K

L

Kh

Ksep

HH
HHY
�
��*

�
�
�
��

PPPP

λ

For instance, E(K) is in bijection with Aut(K/Kh)\Aut(K/K). Every right coset
Aut(K/Kh)σ determines the valuation v̄ ◦ σ.

Suppose now that L/K is a simple finite extension; that is, L = Kφ for some
φ ∈ Irr(K). Since Kh/K is a separable extension, the factorization of φ into a
product of monic irreducible polynomials in Kh[x] takes the form

φ = F1 · · ·Fr,
with pairwise different F1, . . . , Fr ∈ Irr(Kh). Let Z(φ) ⊂ K be the set of zeros of φ,
avoiding multiplicities. We have a natural bijection

Z(φ) −→ Mon(L/K), θ 7−→ λθ,

where λθ is determined by λθ (x+ φK[x]) = θ. Clearly,

λθ ∼Kh λθ′ ⇐⇒ λθ′ = σ ◦ λθ for some σ ∈ Aut(K/Kh)
⇐⇒ θ′ = σ(θ) for some σ ∈ Aut(K/Kh)

Therefore, λθ ∼Kh λθ′ if and only if θ and θ′ are roots of the same irreducible factor
of φ over Kh[x].

Let us choose an arbitrary root θi ∈ Z(Fi) for each irreducible factor of φ. By
Theorem 3.1, the set of valuations wFi = v̄ ◦ λθi does not depend on the chosen roots
and contains all extensions of v to L.

Theorem 3.2. There are r extensions of v to L = Kφ, given by wF1 , . . . , wFr .

This description of the extensions of v to simple finite extensions of K yields a
parametrization of the finite leaves by the set Irr(Kh). For all F ∈ Irr(Kh) consider
the finite leaf wF ∈ Lfin given by

wF (g) = v̄(g(θ)) for all g ∈ K[x],

where θ ∈ K is any root of F in K. By the henselian property, this valuation wF is
independent on the choice of θ.
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Clearly, supp(wF ) = N(F )K[x], where the “norm” polynomial N(F ) ∈ Irr(K) is
uniquely determined by the equality

(
FKh[x]

)
∩K[x] = N(F )K[x].

Since the valuation induced by wF on KN(F ) is precisely wF = v̄ ◦ λθ, Theorem 3.2
implies the following result.

Theorem 3.3. If ΓQ ⊂ Λ, we have a bijection

Irr(Kh) −→ Lfin(T ), F 7−→ wF = (N(F ), wF ).

The inverse mapping associates to each pair (φ, ν̄) ∈ Lfin(T ), the irreducible factor
of φ over Kh[x] canonically associated to ν̄ by Theorem 3.2.

4. Infinite leaves and limit nodes

In this section, we study the nodes of T which cannot be obtained by a finite chain
of ordinary augmentations starting with a degree-one valuation. These nodes will be
a kind of limit of certain totally ordered families of valuations in T .

4.1. Totally ordered families of valuations. Consider a totally ordered family of
inner nodes of T , not containing a maximal element:

A = (ρi)i∈A , ρi ∈ T .
We assume that A is parameterized by a totally ordered set set A of indices such that
the mapping A→ A determined by i 7→ ρi is an isomorphism of totally ordered sets.

By Lemma 2.2, the degree function deg : A → N is order-preserving. Hence, these
families fall into two radically different cases:

(a) The set deg(A) is unbounded in N. We say that A has unbounded degree.

(b) There exists i0 ∈ A such that deg(ρi) = deg(ρi0) for all i ≥ i0. We say that A
is a continuous family of stable degree m(A) = deg(ρi0).

In any case, A determines a unique tangent direction of every valuation ρi ∈ A.
Indeed, Lemma 2.2 shows that t(ρi, ρj) = t(ρi, ρk) for all i < j < k in A.

We denote by t(ρi,A) this common tangent direction. By Lemma 2.2, there ex-
ists a key polynomial ϕi ∈ KP(ρi) such that t(ρi,A) = [ϕi]ρi , and for any nonzero
polynomial f ∈ K[x] we have

ϕi |ρi f ⇐⇒ ρi(f) < ρj(f) for all j > i in A.

ϕi -ρi f ⇐⇒ ρi(f) = ρj(f) for all j > i in A.

Definition. We say that a nonzero f ∈ K[x] is A-stable if it satisfies ϕi -ρi f , for
some index i ∈ A. In this case, we denote its stable value by

ρA(f) = max{ρi(f) | i ∈ A}.
We obtain in this way a stability function ρA : K[x]A → Λ∞, defined only on the
subset K[x]A ⊂ K[x] formed by the A-stable polynomials.

The following basic properties of the function ρA are obvious:

• (ρA)|K = v,
• f, g ∈ K[x]A =⇒ fg ∈ K[x]A and ρA(fg) = ρA(f) + ρA(g),
• f, g, f + g ∈ K[x]A =⇒ ρA(f + g) ≥ min{ρA(f), ρA(g)}.



10 ALBERICH, GUÀRDIA, NART, AND ROÉ

In particular, if K[x]A = K[x], then the function ρA is a valuation in T .

Definition. If all the polynomials in K[x] are A-stable, we say that the valuation
ρA is the stable limit of A. In this case, we write ρA = lim(A) = limi∈A ρi.

Proposition 4.1. [14, Prop. 3.1] If A = (ρi)i∈A has a stable limit, then ρA has trivial
support and KP(ρA) = ∅. In particular, ρA is an infinite leaf of the tree T .

Let us see a necessary condition for a polynomial to be A-unstable.

Lemma 4.2. All A-unstable polynomials f satisfy deg(f) ≥ deg(ρi) for all i ∈ A.

Proof. Let t(ρi,A) = [ϕi]ρi for some i ∈ A. If f ∈ K[x] has deg(f) < deg(ρi),
then deg(f) < deg(ϕi). Hence, ϕi -ρi f , contradicting the unstability of f . �

Corollary 4.3. Every totally ordered family of unbounded degree has a stable limit.

4.2. Continuous families and limit augmentations. Let C = (ρi)i∈A be a con-
tinuous family of valuations in T of stable degree m = m(C).

The following result shows that the valuations of maximal degree m in C are “close”
one to another in a certain sense.

Lemma 4.4. Let µ < ν be two inner nodes of T of degree m. Take any φ ∈ KP(ν)
of degree m. Then, φ ∈ KP(µ) and ν = [µ; φ, ν(φ)].

Proof. For all a ∈ K[x] with deg(a) < m, we have µ(a) = ν(a), because any
ϕ ∈ t(µ, ν) satisfies ϕ -µ a.

Necessarily µ(φ) < ν(φ), because the equality µ(φ) = ν(φ) leads to a contradiction.
Indeed, for all f ∈ K[x] with φ-expansion f =

∑
0≤s asφ

s, we would have

µ(f) ≥ min
0≤s
{µ (asφ

s)} = min
0≤s
{ν (asφ

s)} = ν(f),

showing that µ ≥ ν, against our assumption.
By Lemma 2.2, φ is a key polynomial for µ such that t(µ, ν) = [φ]µ. The equality

ν = [µ; φ, ν(φ)] follows then from the action of both valuations on φ-expansions. �

4.2.1. Stable group of a continuous family.
Let ρ ∈ T be an inner node. By Lemma 1.1, applied to any key polynomial for ρ

of minimal degree, we have Γρ =
〈

Γ0
ρ, sv(ρ)

〉
, where Γ0

ρ is the subgroup:

Γ0
ρ = {ρ(a) | a ∈ K[x], 0 ≤ deg(a) < deg(ρ)} .

Moreover, Γ0
ρ is commensurable over Γ. Indeed, for all a ∈ K[x] of degree less than

deg(ρ), the initial term inρ a ∈ Gρ is algebraic over the graded algebra Gv [13, Prop.
3.5]; thus, nρ(a) belongs to Γ for some n ∈ N.

The index erel(ρ) =
(
Γρ : Γ0

ρ

)
is called the relative ramification index of ρ.

If ρ is incommensurable over v, then erel(ρ) =∞.
Let us denote the set of stable values of nonzero C-stable polynomials by

ΓC = ρC (K[x]C \ {0}) ⊂ Λ.

The following lemma shows that ΓC is a subgroup of Λ. It is called the stable group
of the continuous family C.
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Lemma 4.5. Let C = (ρi)i∈A be a continuous family in T of stable degree m. Then,
Γ0
ρi

= ΓC for all ρi ∈ C of degree m.

Proof. Suppose that deg(ρi) = m for some i ∈ A. Since C contains no maximal
element, there exists j ∈ A such that i < j. Since the degree function preserves the
ordering, we have deg(ρi) = deg(ρj) = m. By Lemma 4.4, t(ρi, ρj) = [ϕ]ρi , for any
ϕ ∈ KP(ρj) of minimal degree m.

Now, for all a ∈ K[x] with 0 ≤ deg(a) < m, we have ρi(a) = ρj(a) = ρC(a) because
ϕ -ρi a. This proves Γ0

ρi
= Γ0

ρj
⊂ ΓC already.

Let us show the inclusion ΓC ⊂ Γ0
ρi

. Let γ = ρC(f) ∈ ΓC be the stable value of a
nonzero C-stable f ∈ K[x]. Let i ≤ k < ` in A such that deg(ρk) = deg(ρ`) = m and
ρk(f) = ρ`(f). By [14, Cor. 2.6], the element inρ` f is a unit. By [13, Prop. 3.5],
there exists a ∈ K[x] of degree less than m such that inρ` f = inρ` a. In particular,
ρ`(f) = ρ`(a) belongs to Γ0

ρ`
= Γ0

ρi
. �

4.2.2. Limit key polynomials and limit augmentations.
The set KP∞(C) of limit key polynomials for C is the set of all monic C-unstable

polynomials of minimal degree. Since the product of stable polynomials is stable, all
limit key polynomials are irreducible in K[x].

The unstable degree m∞ = m∞(C) is the common degree of all limit key polynomials
for C. If all polynomials in K[x] are C-stable, then KP∞(C) = ∅ and we agree that
m∞ =∞. By Lemma 4.2, m∞ ≥ m.

Take any limit key polynomial φ ∈ KP∞ (C), and choose γ ∈ Λ∞ such that

ρi(φ) < γ for all i ∈ A.

The limit augmentation ν = [C;φ, γ] acts as follows on φ-expansions:

f =
∑

0≤s
asφ

s, deg(as) < m∞ =⇒ ν(f) = min{ρC(as) + sγ | 0 ≤ s}.

The following properties of ν can be found in [18, Sec. 1.4] and [13, Sec. 7].

Proposition 4.6. The augmentation ν = [C;φ, γ] is a valuation in T such that
ρi < ν for all i ∈ A. If γ <∞, then ν is an inner node, Γν =

〈
ΓC, γ

〉
and φ is a key

polynomial for ν, of minimal degree; thus, deg(ν) = m∞ and sv(ν) = γ.
If γ =∞, then Γν = ΓC and the support of ν is φK[x]; thus, ν is a finite leaf of T .

If m∞ = m, then for all i ∈ A with maximal degree deg(ρi) = m, Lemma 4.4 shows
that ν = [ρi; φ, ν(φ)]. Thus, any limit augmentation of C is equal to an ordinary
augmentation of some ρi.

Therefore, we may discard the families C of stable degree m = m∞ because they
do not contribute to produce new nodes in T by limit augmentations.

Summing up, a continuous family C of valuations has three possibilities:
(a) If m < m∞ =∞, then C has a stable limit.
(b) If m = m∞ <∞, we say that C is inessential.
(c) If m < m∞ <∞, we say that C is essential.

The continuous families having a stable limit determine infinite leaves of the tree
T , by Proposition 4.1. The essential continuous families determine inner limit nodes
of T as limit augmentations of the family. By the uniqueness of Maclane–Vaquié
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chains [14, Thm. 4.7], these limit nodes cannot be obtained by chains of ordinary
augmentations starting with valuations that are smaller than some ρi ∈ C.

The limit key polynomials are an essential ingredient in the construction of these
limit nodes. Let us describe them in more detail.

Lemma 4.7. Let C be an essential continuous family and let φ ∈ KP∞(C). Then,

KP∞(C) = {φ+ a | a ∈ K[x], deg(a) < m∞, ρC(a) > ρi(φ) for all i ∈ A} .

Proof. Let ϕ ∈ K[x] be a monic polynomial of degree m∞. Then, ϕ = φ + a for
some a ∈ K[x] with deg(a) < m∞. Since a is C-stable, there exists i0 ∈ A such that

ρC(a) = ρj(a) for all i0 ≤ j.

For all indices i0 ≤ j < k we have ρj(φ) < ρk(φ) and ρj(a) = ρk(a) = ρC(a).
Suppose that ρC(a) > ρi(φ) for all i ∈ A. From ρC(a) > ρk(φ) we deduce that

ρj(ϕ) = ρj(φ) < ρk(φ) = ρk(ϕ). Thus, ϕ belongs to KP∞(C).
Suppose that ρC(a) ≤ ρi(φ) for some i ∈ A. Then, for all max{i0, i} < j < k we

have ρj(ϕ) = ρC(a) = ρk(ϕ). Thus, ϕ is C-stable. �

4.3. Equivalence of totally ordered families of valuations. Let A = (ρi)i∈A,
B = (ζj)j∈B be totally ordered families in T , not containing a maximal element.

We say that A and B are equivalent, and we write A ∼ B, if they are cofinal in
each other.

Obviously, two equivalent families either both have unbounded degree, or both have
stable degree. Also, in the latter case they have the same stable and unstable degrees,
and the same stable group.

Two totally ordered families in the same class have the same limit behavior.

Proposition 4.8. Let A, B be totally ordered families in T , not containing a maximal
element. Suppose that none of them is a continuous inessential family. Then,

A ∼ B ⇐⇒ K[x]A = K[x]B and ρA = ρB.

Proof. Suppose A ∼ B. Take any f ∈ K[x]A, so that there exists i0 ∈ A such that

ρA(f) = ρi(f) for all i ≥ i0.

Since B is cofinal in A, there exists j0 ∈ B such that ρi0 < ζj0 . Take any j ∈ B,
j > j0; since A is cofinal in B, there exists i ∈ A such that

ρi0 < ζj0 < ζj < ρi.

Necessarily, ρi0(f) = ζj0(f) = ζj(f) = ρB(f). Hence, f is B-stable and ρA(f) = ρB(f).
The symmetry of the argument shows that K[x]A = K[x]B and ρA = ρB.
Conversely, suppose that K[x]A = K[x]B and ρA = ρB. Let us first assume that

both families have a stable limit; that is, K[x]A = K[x]B = K[x].
Since all valuations ρi, ζj are bounded above by the valuation ρA = ρB, the set
A ∪ B is totally ordered. If A and B were not cofinal in each other, there would
exist (for instance) some j ∈ B such that ζj > ρi for all i ∈ A. But this implies
ζj ≥ ρA = ρB, leading to ζk > ρB for all k > j in B. This is a contradiction.

Suppose now K[x]A = K[x]B ( K[x]. Take any φ ∈ KP∞(A) = KP∞(B). Since
ρA = ρB, the following limit augmentations coincide

ν := [A; φ,∞] = [B; φ,∞],
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because they have the same action on φ-expansions. As above, the set A∪B is totally
ordered and A and B are cofinal in each other, unless there exists (for instance) some
j ∈ B such that ζj > ρi for all i ∈ A. This leads to a contradiction too.

Indeed, let t(ζj, ζk) = [ϕ]ζj for some k ∈ B such that k > j. Since ζj(ϕ) < ζk(ϕ),
the augmentation µ = [ζj; ϕ, ζk(ϕ)] satisfies ζj < µ ≤ ζk. Since

deg(ϕ) = deg(µ) ≤ deg(ζk) ≤ m(B) < m∞(B),

we deduce that ϕ is B-stable. By our hypothesis, ϕ is A-stable too, and this implies
ζj(ϕ) = ρA(ϕ) = ζk(ϕ), which is a contradiction. �

Corollary 4.9. Let C, C ′ be two equivalent essential continuous families in T . Then,
KP∞(C) = KP∞(C ′).

Since all totally ordered sets admit cofinal well-ordered subsets, in every class of
totally ordered families of valuations in T there are well-ordered families.

In this vein, for any given class, we want to study the existence of “nice” families
in the class, having special properties.

Lemma 4.10. Let A = (ρi)i∈A be a totally ordered family of unbounded degree. Then,
there is a countable equivalent family B = (ζn)n∈N such that all ζn are commensurable
over v and deg(ζm) < deg(ζn) for all m < n.

Proof. By Corollary 4.3, A has a stable limit µ = limi∈A ρi. The Maclane–
Vaquié theorem (Theorem 5.1) shows that µ is the stable limit of a countable infinite
Maclane–Vaquié chain B = (ζn)n∈N such that all ζn are commensurable over v and
deg(ζm) < deg(ζn) for all m < n. By Proposition 4.8, A and B are equivalent. �

Lemma 4.11. Let C = (ρi)i∈A be a continuous family such that m(C) < m∞(C).
Then, there is an equivalent family B = (ζj)j∈B satisfying the following properties:

(1) B is well-ordered and all valuations ζi ∈ B have degree m(C).
(2) All valuations ζj ∈ B have relative ramification index equal to one.
(3) All valuations ζj ∈ B have value group Γζj = ΓB.
(4) For all j ∈ B, there exist χj ∈ KP(ζj) of minimal degree, such that

j < k in B =⇒ χj 6∼ζj χk and ζk = [ζj; χk, sv(ζk)].

Proof. By replacing C with a cofinal subfamily, we may assume that C is well-
ordered and deg(ρi) = m(C) for all i ∈ A. By Lemma 4.5, Γ0

ρi
= ΓC for all i ∈ A.

Let us construct an equivalent family B = (ζj)j∈B all whose valuations have degree

m(C), are commensurable and have relative ramification index equal to one; that is,
sv(ζj) ∈ ΓC = ΓB for all j ∈ B.

Let Cbad be the subset of C formed by all ρi such that sv(ρi) 6∈ ΓC. Let us first
construct, for each ρi ∈ Cbad, a valuation ρ′i such that sv(ρ′i) ∈ ΓC and ρi < ρ′i ≤ ρk
for some k in A.

For any given ρi ∈ Cbad, let ϕ ∈ KP(ρi) be a key polynomial of minimal degree.
Then, sv(ρi) = ρi(ϕ) 6∈ ΓC. Since deg(ϕ) = deg(ρi) < m∞(C), the polynomial ϕ is
C-stable. Take i < j < k in A, such that ρj(ϕ) = ρk(ϕ) = ρC(ϕ). Since ρC(ϕ) ∈ ΓC,
the inequality ρi(ϕ) < ρk(ϕ) must be strict.
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Now, take χ ∈ KP(ρk) a key polynomial of minimal degree. By [13, Thm. 3.9],
we have ρk(ϕ) ≤ ρk(χ) = sv(ρk). By Lemma 4.4, ρk = [ρi; χ, sv(ρk)]. Since ρi(ϕ) <
ρk(ϕ) ≤ ρk(χ), the augmented valuation

ρ′i := [ρi; χ, ρk(ϕ)]

satisfies sv(ρ′i) = ρ′i(χ) = ρk(ϕ) ∈ ΓC and ρi < ρ′i ≤ ρk.
Consider the totally ordered family C ′ = C ∪ {ρ′i | ρi ∈ Cbad}. Obviously, C and C ′

are equivalent. Also, by construction, the subfamily B of C ′ formed by all valuations
ρ such that sv(ρ) ∈ ΓC is cofinal in C ′. Thus, the family B is equivalent to C and
satisfies conditions (1) and (2). Since Γζj = ΓC = Γ0

ζj
for all ζj ∈ B, condition (3)

follows from Lemma 4.5.
Let us prove that condition (4) holds too, for this family B. Let us choose arbitrary

key polynomials χj ∈ KP(ζj) of minimal degree, for all valuations ζj ∈ B. By Lemma
4.4, ζk = [ζj; χk, sv(ζk)] for all j < k in B.

The class t(ζj,B) = t(ζj, ζk) = [χk]ζj depends only on ζj and B. Thus, the condition
χj 6∼ζj χk, which is equivalent to χj 6∈ t(ζj,B), depends only on χj.

Let us show that there exists a key polynomial χ′j ∈ KP(ζj) of minimal degree,
satisfying χ′j 6∈ t(ζj,B). Since ζj has relative ramification index equal to one, we

have sv(ζj) ∈ Γ0
ζj

and there exists a ∈ K[x] of degree less than m such that ζj(a) =

sv(ζj) = ζj(χj). By [13, Prop. 6.3], χ′j = χj + a is a key polynomial for ζj of minimal
degree m, such that χ′j 6∼ζj χj. Therefore, at least one of the two key polynomials χj,
χ′j does not fall in the class t(ζj,B). �

5. Paths in the tree T

5.1. Maclane–Vaquié chains. In this section, we review the fundamental theorem
of Maclane–Vaquié describing how to reach all nodes in T by a combination of or-
dinary augmentations, limit augmentations and stable limits [11, 18]. All results are
extracted from the survey [14].

Consider a finite, or countably infinite, chain of nodes in T

(2) µ0
φ1,γ1−→ µ1

φ2,γ2−→ · · · −→ µn−1
φn,γn−→ µn −→ · · ·

in which every node is an augmentation of the previous node, of one of the following
two types:

Ordinary augmentation: µn+1 = [µn; φn+1, γn+1], for some φn+1 ∈ KP(µn).

Limit augmentation: µn+1 = [An; φn+1, γn+1], for some φn+1 ∈ KP∞(An), where
An is an essential continuous family whose first valuation is µn.

We consider an implicit choice of a key polynomial φ0 ∈ KP(µ0) of minimal degree,
and we denote γ0 = µ0(φ0).

Therefore, for all n such that µn is an inner node of T , the polynomial φn is a key
polynomial for µn of minimal degree, and we have

mn := deg(µn) = deg(φn), sv(µn) = µn(φn) = γn.

Definition. A chain of mixed augmentations as in (2) is said to be a Maclane–Vaquié
(abbreviated MLV) chain if deg(µ0) = 1 and every augmentation step satisfies:

• If µn → µn+1 is ordinary, then deg(µn) < deg t(µn, µn+1).
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• If µn → µn+1 is limit, then deg(µn) = m(An) and φn 6∈ t(µn, µn+1).

Let 0 ≤ r ≤ ∞ be the length of a MLV chain. For n < r, all nodes µn are residually
transcendental valuations. Indeed, in all augmentations of the chain, either ordinary
or limit, we have

φn ∈ KP(µn), φn 6∈ t(µn, µn+1).

Hence, KP(µn) contains at least two different µn-equivalence classes. By the remarks
at the end of Section 1, this implies that µn is commensurable.

Theorem 5.1. Every node ν ∈ T falls in one, and only one, of the following cases.

(a) It is the last valuation of a finite MLV chain.

µ0
φ1,γ1−→ µ1

φ2,γ2−→ · · · −→ µr−1
φr,γr−→ µr = ν.

(b) It is the stable limit of a continuous family A = (ρi)i∈A of augmentations whose
first valuation µr falls in case (a):

µ0
φ1,γ1−→ µ1

φ2,γ2−→ · · · −→ µr−1
φr,γr−→ µr

(ρi)i∈A−→ ρA = ν.

Moreover, we may assume that deg(µr) = m(A) and φr 6∈ t(µr, ν).

(c) It is the stable limit, ν = limn∈N µn, of an infinite MLV chain.

The inner nodes and the finite leaves of T fall in case (a). These are the “bien-
specifiées” valuations in Vaquié’s terminology.

We denote by LC∞(T ), LU∞(T ) ⊂ L∞(T ) the subsets of infinite leaves falling in
cases (b), (c), respectively. The infinite leaves in LC∞(T ) have finite degree and those
in LU∞(T ) have infinite degree.

Also, Lemma 2.2 shows that in all cases displayed in Theorem 5.1, we have

φn 6∈ t(µn, ν) and ν(φn) = µn(φn) = γn = sv(µn) for all n.

The main advantage of MLV chains is that their nodes are essentially unique, so
that we may read in them several data intrinsically associated to the valuation µ.

For instance the sequence (mn)n≥0 and the character “ordinary” or “limit” of each
augmentation step µn → µn+1 are intrisic features of ν [14, Thm. 4.7].

Thus, we may define order preserving functions

depth, lim-depth : T −→ N∞,

where depth(ν) is the length of the MLV chain underlying ν, and lim-depth(ν) counts
the number of limit augmentations in this MLV chain 1.

The arguments in the proof of [14, Lem. 4.2] show that these functions preserve
the ordering.

1Thus, all valuations of both types (a) and (b) have a finite depth. At this point, we are not
following the convention of [14], where the valuations of type (a) were said to have finite depth while
those of type (b) were said to have quasi-finite depth
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5.2. Decoding MLV chains for arithmetic and geometric applications.
Besides their intrinsic theoretical interest, MLV chains encode a large amount of

information which can be useful in several contexts. In this section, we describe a
concrete MLV chain in full generality, and then we interpret it from both the number
theoretic and the geometric perspective. In the former case, we will see how to
describe the decomposition of primes in number fields, while in the geometric context
we will provide the desingularization of a curve.

Let (O, v) be a valuation ring with fraction field K and value group Γv = Z. Let
p ∈ O be a uniformizing element. Consider the following polynomials in O[x]:

(3)

φ0 = x,

φ1 = x5 + p3,

φ2 = φ3
1 + p10 = x15 + 3p3x10 + 3p6x5 + p9 + p10,

φ3 = φ2
2 + p11φ4

0φ
2
1,

= x30 + 6p3x25 + 15p6x20 + 2p9(p+ 10)x15 + p11x14+

(6p+ 15)p12x10 + 2p14x9 + 6(p+ 1)p15x5 + p17x4 + p18(p+ 1)2.

Let us build a MLV chain of valuations on K[x]. We start with the valuation:

µ0

(∑
i
aix

i
)

:= min
i
{v(ai) + (3/5)i},

and consider the augmentations:

µ1 = [µ0;φ1, 10/3], µ2 = [µ1;φ2, 301/30], µ3 = [µ2;φ3,∞].

Note that these valuations are distributed along a path of the valuative tree T (Q),
reaching the finite leave µ3. We get the following MLV for µ3:

(4) µ0
φ1,10/3−→ µ1

φ2,301/30−→ µ2
φ3,∞−→ µ3.

Let us look at this MLV chain in an arithmetic context, by taking K = Q as
our base field, fixing a rational prime p ∈ Z and considering the p-adic valuation as
our valuation v. In this setting, the MLV chain (4) encodes an important amount of
information on the ring of integers ZL of the number field L = Q[x]/(φ3). For instance,
the prime ideal decomposition of p in ZL is completely described by (4). This can be
checked by applying the OM-algorithm [8] to the pair K, p. The algorithm yields an
OM-representation of φ3(x) consisting of the unique order 3 type:

t = (y; (x, 3/5, y + 1); (φ2, 5/3, y + 1); (φ3, 1/2, y + 1)),

which can be seen as a computational representation of the MLV chain. It exhibits
key polynomials, slopes of Newton polygons and residual polynomials.

Since the OM-algorithm returns a unique type, we know that pZL is divided by a
unique prime ideal P whose ramification index is the product of the denominators
of the slopes in t: e(P/p) = 5 · 3 · 2 = 30. The residual degree f(P/p) = 1 is the
product of the degrees of the residual polynomials in t.

For any root θ ∈ Q of φ3, we can derive from this data the following values:

(5) v̄(θ) = 3/5, v̄(φ1(θ)) = 10/3, v̄(φ2(θ)) = 301/30,

where v̄ is the unique extension of v to L.
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Now, suppose that p is an indeterminate, so that (3) can be thought as the equations
of the germs at the origin (0, 0) of plane curves f(p, x) = φ3(x) = 0, fi(p, x) = φi(x) =
0 with i = 1, 2, f0(p, x) = p = 0, f−1(p, x) = φ0(x) = 0, over C. Take K = C(p)
as our base field, equipped with the p-adic valuation. The very same OM-algorithm
shows that f is irreducible in C((p))[x]. There is a unique finite leaf µ3 ∈ T (Q) with
support fC(p)[x], and a MLV chain of µ3 is given in (4). Let ν = 30µ3. Then, for
any φ ∈ C((p))[x], ν(φ) is the intersection multiplicity between the germs of curve
f = 0 and φ = 0.

The data supported by this chain contains completely analogous arithmetic infor-
mation about f , but these data have an added geometric perspective. Indeed, the
equation (3) has the property that the line p = 0 cuts the curve f = 0 only in its
singular point (0, 0), being tangent at it. In this case, the OM algorithm parallels the
Newton-Puiseux algorithm for desingularization [4, Sec. 1.2], and the slopes and key
polynomials can be reinterpreted in terms of the sequence of blow-ups involved in the
desingularization process. The number of finite leaves detected by the algorithm (one
in our case) is the number of points in the normalized curve lying above (0, 0).

Any point P blown-up in the desingularization process of f = 0 gives rise to an
exceptional divisor EP . For the sake of simplicity, we will use the same notation EP
for any strict transform of this divisor. Any such P lies either on the intersection of
two exceptional divisors and P is called satellite, or it lies just on only one exceptional
divisor and P is called free. We say that a satellite point is satellite of the last free
point preceding it. Among all the points on f = 0, there is a first satellite point,
satellite of a free point P1, which is followed by a sequence of satellite points, being
Q1 the last of them. Now, let P2 (P3) be the second (third) free point followed by
some satellite point, and let Q2 (Q3) be last point in the sequence of satellite points
following P2 (P3). The points Qi are special points in the desingularization of the
curve, since they are rupture points, that is, the exceptional divisor EQi intersects
three or more other components in the pull-back of the curve. Consider the divisorial
valuation νi whose last centre is Qi for any 3 ≥ i ≥ 1. It turns out that ν1 = 5µ0,
ν2 = 15µ1, ν3 = 30µ2 and moreover

ν(φ0) = 18, ν(φ1) = 100, ν(φ2) = 301,

which are the values appearing at (5) multiplied by ν(f0) = ν(p) = 30. Furthermore,
the germ of curve fi−1(p, x) = 0 shares with f = 0 all its singular points and some
more free simple points until Pi, for each 3 ≥ i ≥ 1.

5.3. Nodes of depth zero. For given a ∈ K and δ ∈ Λ∞, the depth-zero node
ν = ωa,δ is defined as

ν
(∑

0≤s
as(x− a)s

)
= min {v(as) + sδ | 0 ≤ s} .

Clearly, ωa,∞ is a finite leaf of T with support (x − a)K[x], while for δ < ∞ the
valuation ωa,δ is an inner node admitting x− a as a key polynomial.

Besides these (well specified) inner nodes and finite leaves, T may have depth-zero
infinite leaves which are the stable limit of a continuous family of augmentations of
stable degree one:

µ0
(ρi)i∈A−→ ν,
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where µ0 is an inner node of depth zero. By Theorem 5.1, all depth-zero nodes in T
arise from either of these two ways.

For any fixed a ∈ K, the set Λ∞ parametrizes a certain path in T , containing all
depth-zero nodes ωa,δ:

• •· · · · · · · · · · · · ωa,∞
ωa,δ

The node ωa,δ is commensurable if and only if δ ∈ ΓQ∞.
The relative position of the paths corresponding to two different elements a, b ∈ K

is completely determined by the following easy observation:

(6) ωa,δ ≤ ωb,ε ⇐⇒ min{v(b− a), ε} ≥ δ.

Thus, the depth-zero paths in T determined by any two a, b ∈ K coincide for all
parameters δ ∈ Λ such that δ ≤ v(b− a).

• •

•

•

•

��
��

��
��

��
��
� ˙˙˙

· · · · · · · · ·
ωa,∞

ωb,∞

ωb,v(a−b)

ωa,v(a−b) ωa,δ

ωb,δ

In particular, for all depth-zero nodes µ0, ν0 ∈ T , there is a depth-zero node ρ0

such that ρ0 < µ0 and ρ0 < ν0. By Theorem 5.1, for all nodes µ, ν ∈ T we have

(7) (−∞, µ ] ∩ (−∞, ν ] 6= ∅.

5.4. Paths of constant depth obtained by ordinary augmentations. Let us
fix an inner node µ ∈ T . For all φ ∈ KP(µ), we define the constant-depth path beyond
µ as the set:

Pµ(φ) = {µ(φ, γ) | µ(φ) < γ ≤ ∞} , µ(φ, γ) := [µ; φ, γ],

containing all ordinary augmentations of µ with respect to φ. This path joins µ with
the finite leaf µ(φ,∞). Actually, by [14, Lem. 2.7], Pµ(φ) coincides with the semiopen
interval (µ, µ(φ,∞) ] in T .

• ••
µ

· · ·· · ·
µ(φ,∞)µ(φ, γ)

Regardless of the commensurability or incommensurability of µ, Lemma 2.3,(2)
shows that µ(φ, γ) is commensurable if and only if γ ∈ ΓQ∞.

Definition. A key polynomial φ ∈ KP(µ) is said to be strong if deg(φ) > deg(µ).
We say that Pµ(φ) is strong if φ is strong, and Pµ(φ) is weak otherwise.

All the nodes in this path have the same degree: deg (µ(φ, γ)) = deg(φ), and the
same depth too:

depth (µ(φ, γ)) =

{
depth(µ), if the path is weak,

depth(µ) + 1, if the path is strong.
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Actually, for any given MLV chain of µ:

µ0
φ1,γ1−→ µ1

φ2,γ2−→ · · · −→ µr−1
φr,γr−→ µr = µ,

we may obtain a MLV chain of µ(φ, γ) as follows.
If the path is weak and µ has depth zero, then all µ(φ, γ) have depth zero too.
If the path is weak and µ has a positive depth, we may consider

µ0
φ1,γ1−→ µ1

φ2,γ2−→ · · · −→ µr−1
φ,γ−→ µ(φ, γ),

regardless of the fact that µr−1 → µr is an ordinary or a limit augmentation.
If the path is strong, we may just add one more (ordinary) augmentation:

µ0
φ1,γ1−→ µ1

φ2,γ2−→ · · · −→ µr−1
φr,γr−→ µ

φ,γ−→ µ(φ, γ).

Therefore, the nodes in a strong path are “properly” derived from µ, while the
nodes in weak paths are derived from lower nodes.

Let us analyze the intersection of two paths of constant depth beyond the same
node µ, determined by different key polynomials φ, φ∗ ∈ KP(µ). Obviously,

t(µ, ρ) = [φ]µ for all ρ ∈ Pµ(φ).

Therefore, if φ 6∼µ φ∗, Proposition 2.4 shows that Pµ(φ) ∩ Pµ(φ∗) = ∅.
If φ ∼µ φ∗, then µ(φ− φ∗) > µ(φ) = µ(φ∗). Thus, (1) shows that

Pµ(φ) ∩ Pµ(φ∗) = (µ, µ(φ, γ0)] , γ0 = µ(φ− φ∗).

• • •

•

•

•

��
��

��
��

��
��

�� ˙˙˙ ˙˙˙

µ · · · · · · µ(φ,∞)

µ(φ∗,∞)

µ(φ∗, γ0)

µ(φ, γ0) µ(φ, γ)

µ(φ∗, γ)

5.5. Paths of constant depth obtained by limit augmentations. Let us fix an
essential continuous family A = (ρi)i∈A. By taking a cofinal family, if necessary, we
may assume that A contains a minimal valuation µ.

For all limit key polynomials φ ∈ KP∞(A), we may consider the constant depth
path beyond A:

PA(φ) = {A(φ, γ) | ρi(φ) < γ ≤ ∞ for all i ∈ A} , A(φ, γ) := [A; φ, γ],

containing all possible limit augmentations determined by φ.

• ••· · · · · ·
(ρi)i∈A

µ · · · · · ·
A(φ,∞)A(φ, γ)

As in the previous cases, the last node of the path, A(φ,∞), is a finite leaf. By
Proposition 4.6, A(φ, γ) is commensurable if and only if γ ∈ ΓQ∞. By [14, Lem. 3.8],
we have PA(φ) =

⋂
i∈A( ρi,A(φ,∞) ].

All the nodes in this path have the same degree and the same depth:

deg (A(φ, γ)) = deg(φ), depth (A(φ, γ)) = depth(µ) + 1.
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For any φ, φ∗ ∈ KP∞(A), let δ = ρA(φ− φ∗). By [14, Lem. 3.7], we have

A(φ, γ) = A(φ∗, γ∗) ⇐⇒ γ = γ∗ ≥ δ.

By Lemma 4.7, A(φ, δ) = A(φ∗, δ) belongs to PA(φ) ∩ PA(φ∗).
Therefore, the intersection of the paths determined by φ and φ∗ is completely

analogous to the case of depth-zero valuations.

5.6. Greatest common lower node. Given µ, ν ∈ T , their greatest common lower
node is defined as

µ ∧ ν = max ((−∞, µ ] ∩ (−∞, ν ]) ∈ T ,
provided that this maximal element exists.

Proposition 5.2. For all µ, ν ∈ T , their greatest common lower node µ ∧ ν exists

Proof. If µ ≤ ν, then obviously µ∧ ν = µ. Suppose that neither µ ≤ ν nor µ ≥ ν.
As we saw in (7), (−∞, µ ] ∩ (−∞, ν ] 6= ∅. Let us prove that this totally ordered set
always contains a maximal element.

Consider a MLV chain of µ

µ0
φ1,γ1−→ µ1 −→ · · · −→ µr−1

φr,γr−→ µr = µ,

Since µ = µr 6∈ (−∞, ν ], there exists a minimal index i such that µi 6∈ (−∞, ν ]. We
need only to show that µi ∧ ν exists, because this clearly implies µ ∧ ν = µi ∧ ν.

Suppose that i = 0. If µ0 = ωa,γ, we have [14, Sec. 2.2]

(−∞, µ0 ] = {ωa,δ | δ ∈ Λ, δ ≤ γ} .

On the other hand, by comparing their action of (x − a)-expansions, we see that
ωa,δ ≤ ν if and only if δ ≤ ν(x − a). Since µ0 6≤ ν, necessarily ν(x − a) < γ, Thus,
there is a maximal element in (−∞, µ0 ] ∩ (−∞, ν ], namely

µ0 ∧ ν = ωa,ν(x−a).

Suppose that i > 0, so that µi−1 < ν, µi 6≤ ν.
If t(µi−1, µi) 6= t(µi−1, ν), then Proposition 2.4 shows that (µi−1, µi ]∩ (µi−1, ν] = ∅.

Hence, µi ∧ ν = µi−1. Suppose that t(µi−1, µi) = t(µi−1, ν).
If µi−1 → µi is an ordinary augmentation, then [14, Lem. 2.7] shows that

(µi−1, µi ] = {[µi−1; φi, δ] | µi−1(φi) < δ ≤ γi} .

Since t(µi−1, ν) = t(µi−1, µi) = [φi]µi−1
, we have µi−1(φi) < ν(φi) and

µi−1(f) = ν(f) ⇐⇒ φi -µi−1
f.

In particular, µi−1(a) = ν(a) for all a ∈ K[x] with deg(a) < deg(φi). Hence, by
comparing their action on φi-expansions, we have

[µi−1; φi, δ] ≤ ν ⇐⇒ δ ≤ ν(φi).

Since µi 6≤ ν, we have ν(φi) < γi. Thus, there is a maximal element in (µi−1, µi ] ∩
(µi−1, ν ], namely

µi ∧ ν = [µi−1; φi, ν(φi)].
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Suppose that µi−1 → µi is a limit augmentation with respect to an essential con-
tinuous family A = (ρj)j∈A admitting µi−1 as its first element. Then, φi ∈ KP∞(A).
By Lemma 4.11 we may assume that, for all j ∈ A,

ρj = [µi−1; χj, βj], χj ∈ KP(µi−1), βj = sv(ρj).

If ρj 6≤ ν for some j ∈ A, then we can mimic the arguments of the ordinary-
augmentation case to conclude that

µ ∧ ν = ρj ∧ ν = [µi−1; χj, ν(χj)].

Suppose that ρj < ν for all j ∈ A. By Lemma 2.2(3), we see that ν coincides with
ρA on all A-stable polynomials. Let V = {ρj(φi) | j ∈ A}. By [14, Lem. 3.8],

{ρ ∈ (µi−1, µi ] | ρj < ρ for all j ∈ A} = {[A; φi, δ] | V < δ ≤ γi} .

By comparing their action on φi-expansions, we have

[A; φi, δ] ≤ ν ⇐⇒ δ ≤ ν(φi).

On the other hand, for all A-unstable polynomials, we have ρj(f) < ρ`(f) for all
j < ` in A. Thus,

ρj(f) < ρ`(f) ≤ ν(f), for all j ∈ A.
In particular, ν(φi) > V . As a consequence, there is a maximal valuation in (−∞, µi ]
which is less than ν, namely

µi ∧ ν = [A; φi, ν(φi)].

This ends the proof of the proposition. �

Suppose that µ, ν ∈ T are incomparable; that is, µ 6≤ ν and ν 6≤ µ. Then, their
greatest common lower node, ρ = µ∧ ν, has at least two different tangent directions:
t(ρ, µ) 6= t(ρ, ν). By Theorems 1.3 and 1.4, ρ is an inner commensurable node; in
other words, ρ is a residually transcendental valuation.

5.6.1. T as a Λ-tree. Given an ordered abelian group Λ, a Λ-tree is defined [5] as a
geodesic Λ-metric space T such that

(1) If two geodesics of T intersect in a single point, which is an endpoint of both,
then their union is a geodesic;

(2) The intersection of two geodesics with a commond endpoint is also a geodesic.

The existence of a greatest common lower node can be used to define a Λ-metric on
the subtree H of T consisting of all inner nodes. Namely, we set

d(µ, ν) = sv(µ) + sv(ν)− 2 sv(µ ∧ ν).

Note that d(µ, ν) = |sv(µ)− sv(ν)| if µ and ν are comparable. It is easy to see that
with this definition, H is a geodesic Λ-metric space, and the unique geodesic with
endpoints µ, ν is the union of the segments [µ∧ν, µ] and [µ∧ν, ν]; the two properties
above follow.

We are not going to use any metric properties of the tree H, noting only that this
is a hyperbolic space. This fact, along with a plethora of additional information, can
be found in the monograph [5].



22 ALBERICH, GUÀRDIA, NART, AND ROÉ

6. Equivalence classes of valuations and small extensions of groups

For our given valued field (K, v), consider a valuation µ : K[x] → Λ∞, whose
restriction to K is equivalent to v. That is, there exists an order-preserving embedding
j : Γ ↪→ Λ, fitting into a commutative diagram

K[x]
µ−→ Λ∞

↑ ↑ j
K

v−→ Γ∞
The induced embedding j : Γ ↪→ Γµ is necessarily a small extension of ordered

abelian groups. That is, if Γ′ ⊂ Γµ is the relative divisible closure of Γ in Γµ, then
Γµ/Γ

′ is a cyclic group [9, Thm. 1.5].
Not all small extensions of Γ arise from valuations on a polynomial ring. In [9] it is

shown that the divisible closure of Γ in Γµ must be countably generated over Γ, and
it must be finitely generated over Γ, if Γµ/Γ is not a torsion group.

Our aim is to describe the tree Tv whose nodes are all equivalence classes of valua-
tions on K[x] whose restriction to K is equivalent to v. The first natural step is to
build up some universal ordered group Λ containing all small extensions of Γ up to
order-preserving Γ-isomorphism.

6.1. Maximal rank-preserving extension of Γ. From now on, an embedding of
totally ordered sets is a mapping which strictly preserves the ordering. Also, an
embedding Λ ↪→ Λ′ of totally ordered abelian groups is a group homomorphism which
is an embedding as totally ordered sets.

A subgroup H ⊂ Γ is convex if for all positive h ∈ H, it holds [−h, h] ⊂ H. For
all a ∈ Γ, the intersection of all convex subgroups of Γ containing a, is a principal
convex subgroup of Γ.

Let Prin(Γ) be the totally ordered set of nonzero principal convex subgroups of
Γ, ordered by decreasing inclusion.

Any embedding j : Γ ↪→ Λ induces an embedding of ordered sets

Prin(Γ) ↪→ Prin(Λ),

which maps the principal convex subgroup generated by a ∈ Γ to the principal convex
subgroup generated by j(a) in Λ.

Definition. We say that j preserves the rank if this mapping is bijective.

For instance, the canonical embeddding Γ ↪→ ΓQ preserves the rank. From now on,
we shall consider the bijection between Prin(Γ) and Prin(ΓQ) as an identity:

I := Prin(Γ) = Prin(ΓQ).

We may identify I∞ with a set of indices parameterizing all principal convex sub-
groups of ΓQ. For all i ∈ I we denote by Hi the corresponding principal convex
subgroup. We agree that H∞ = {0}. Then, according to our convention, for any pair
of indices i, j ∈ I∞, we have

i < j ⇐⇒ Hi ) Hj.

Let {I, (Qi)i∈I} be the skeleton of ΓQ. That is, Qi = Hi/H
∗
i for all i ∈ I, where

H∗i ⊂ Hi is the maximal proper convex subgroup of Hi. That is, if a ∈ Hi generates
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Hi as a convex subgroup, then H∗i is the union of all convex subgroups of ΓQ not
containing a. The convex subgroup H∗i is not necessarily principal.

Consider the respective Hahn’s products:

H(ΓQ) ⊂
∏

i∈I
Qi, RI

lex ⊂ RI ,

equipped with the lexicographical order. That is, H(ΓQ), RI
lex are the subsets of∏

i∈I Qi, RI , respectively, formed by all elements x = (xi)i∈I whose support

supp(x) = {i ∈ I | xi 6= 0}
is a well-ordered subset of I, with respect to the ordering induced by that of I.

By Hahn’s embedding theorem [16, Sec. A], there exists a (non-canonical) Q-linear
embedding

ΓQ ↪−→ H(ΓQ)

which induces an isomorphism between the respective skeletons.
On the other hand, the ordered groups Qi have rank one; that is, they have only

two convex subgroups: {0} and Qi. Hence, the choice of positive elements 1i ∈ Qi

determines Q-linear embeddings for all i ∈ I:

Qi ↪−→ R, 1i 7−→ 1,

Therefore, we have a natural embedding H(ΓQ) ↪→ RI
lex. All in all, we obtain a

rank-preserving extension

τ : Γ ↪−→ ΓQ ↪−→ H(ΓQ) ↪−→ RI
lex,

which is maximal among all rank-preserving extensions of Γ [16, Sec. A].

Theorem 6.1. For any rank-preserving extension Γ ↪→ Λ, there exists an embedding
Λ ↪→ RI

lex fitting into a commutative diagram

Λ

↑ ↘
Γ

τ−→ RI
lex

The embedding Λ ↪→ RI
lex is not unique. Thus, every rank-preserving extension of

Γ is Γ-equivalent to some subgroup of RI
lex, but not to a unique one.

The nonzero principal convex subgroups of RI
lex are parametrized by I via:

Hi = {(xj)j∈I | xj = 0 for all j < i} for all i ∈ I.
The convex subgroups of RI

lex are parametrized by the set Init(I) of initial segments
of I, as follows:

(8) S ∈ Init(I)  HS = {(xj)j∈I | xj = 0 for all j ∈ S}.

6.2. A universal group for small extensions of Γ. For all S ∈ Init(I), let iS be
a formal symbol and consider the ordered set

IS = S + {iS}+ (I \ S),

where + is the usual addition of totally ordered sets.
We define the one-added-element hull of I as the set

I := I ∪ {iS | S ∈ Init(I)} ,
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equipped with the total ordering determined by

(i) For all S ∈ Init(I), the inclusion IS ↪→ I preserves the order.
(ii) For all S, T ∈ Init(I), we have iS < iT if and only if S ( T .

Consider the Hahn product RI
lex ⊂ RI, defined as above, just by replacing I with I.

The inclusions I ⊂ IS ⊂ I determine canonical embeddings

RI
lex ↪−→ RIS

lex ↪−→ RI
lex, for all S ∈ Init(I).

Altogether, we obtain an embedding

` : Γ ↪−→ ΓQ ↪−→ H(ΓQ) ↪−→ RI
lex ↪−→ RI

lex.

As shown in [10, Prop. 5.1], RI
lex is the universal ordered abelian group we are

looking for.

Proposition 6.2. Let µ be a valuation on K[x] whose restriction to K is equivalent to
v. Then, there exists an embedding j : Γµ ↪→ RI

lex satisfying the following properties:

(i) The following diagram commutes:

K[x]
j◦µ−→ RI

lex∞
↑ ↑ `
K

v−→ Γ∞

(ii) There exists S ∈ Init(I) such that j(Γµ) ⊂ RIS
lex.

Moreover, Γµ/Γ is commensurable if and only if j(Γµ) ⊂ `(Γ)Q. Also, Γµ/Γ pre-
serves the rank if and only if j(Γµ) ⊂ RI

lex.

Clearly, µ is equivalent to the valuation j ◦ µ on K[x], and v is equivalent to the
valuation ` ◦ v on K. Also, the valuation j ◦ µ restricted to K is equal to ` ◦ v.

As a consequence, in order to describe all equivalence classes of valuations µ on
K[x] whose restriction to K is equivalent to v, we may assume that v and µ satisfy
the following conditions:

(V1) The valuation v takes values in RI
lex. That is, Γ = v(K∗) ⊂ RI

lex.

(V2) The valuation µ satisfies µ|K = v and takes values in RIS
lex for some S ∈ Init(I).

6.3. Small-extensions equivalence on a subset of the universal value group.
From now on, we assume that our valuation v on K satisfies (V1), so that the em-
bedding ` of the last section is the canonical inclusion. Consider the subset

Rsme = Rsme(I) :=
⋃

S∈Init(I)

RIS
lex ⊂ RI

lex.

For all β ∈ Rsme, we denote by
〈

Γ, β
〉
⊂ RI

lex the subgroup generated by Γ and β.

Let Λ = RI
lex and T = T (Λ). Consider the subtree

T 0 =
{
ρ ∈ T | Γρ ⊂ RIS

lex for some S ∈ Init(I)
}
⊂ T .

Note that all valuations in T 0 satisfy the condition (V2).
On the set Rsme we define the following equivalence relation.
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Definition. We say that β, γ ∈ Rsme are sme-equivalent if there exists an isomor-
phism of ordered groups 〈

Γ, β
〉
−→∼

〈
Γ, γ

〉
,

which acts as the identity on Γ and sends β to γ.
In this case, we write β ∼sme γ. We denote by [β]sme ⊂ Rsme the class of β.

The motivation for this definition lies in the following result.

Proposition 6.3. Let µ, ν ∈ T 0 be two inner nodes. Then, µ ∼ ν if and only if the
following three conditions hold:

(a) The valuations µ, ν admit a common key polynomial of minimal degree.
(b) For all a ∈ K[x] such that deg(a) < deg(µ), we have µ(a) = ν(a).
(c) sv(µ) ∼sme sv(ν).
In this case, we have KP(µ) = KP(ν).

Proof. Suppose that µ ∼ ν. Then, there exists an isomorphism of ordered groups
ι : Γµ →∼ Γν such that ν = ι ◦ µ. The isomorphism ι induces an isomorphim between
the graded algebras:

Gµ −→∼ Gν , f + P+
α (µ) 7−→ f + P+

ι(α)(ν),

for all f ∈ Pα(µ), α ∈ Γµ. Since key polynomials are characterized by algebraic
properties of their initial terms in the graded algebra, this implies that both valuations
have the same key polynomials: KP(µ) = KP(ν).

Let φ be a common key polynomial of minimal degree. Since µ|K = ν|K , the
isomorphism ι restricted to Γ is the identity and ι(µ(φ)) = ν(φ). Hence,

sv(µ) = µ(φ) ∼sme ν(φ) = sv(ν).

Finally, since ι restricted to Γ is the identity, then ι acts as the identity on any
torsion element in Γµ/Γ. Now, for all a ∈ K[x] of degree less than deg(φ), the values
µ(a), ν(a) belong to ΓQ [14, Lem. 1.3]. Thus,

ν(a) = ι(µ(a)) = µ(a).

Conversely, suppose that µ and ν satisfy conditions (a), (b) and (c). Take φ ∈
KP(µ) ∩KP(ν) of minimal degree in both sets. Let us denote

β = sv(µ) = µ(φ), γ = sv(ν) = ν(φ).

By condition (c), there is an order-preserving Γ-isomorphism ι :
〈

Γ, β
〉
→∼
〈

Γ, γ
〉
,

mapping β to γ. As we saw in Section 4.2.1, the subgroup

H := Γ0
µ = {µ(a) | 0 ≤ deg(a) < deg(µ)} ⊂ Γµ

is commensurable over Γ and satisfies Γµ =
〈
H,µ(φ)

〉
=
〈
H, β

〉
. By condition (b),

H = Γ0
ν and Γν =

〈
H, ν(φ)

〉
=
〈
H, γ

〉
too. Since H/Γ is a torsion abelian group,

the Γ-isomorphism ι induces an order-preserving isomorphism

ι : Γµ =
〈
H, β

〉
−→∼ Γν =

〈
H, γ

〉
,

which acts as the identity on H and maps β to γ. Let us check that ν = ι ◦ µ.
For f ∈ K[x], consider its φ-expansion f =

∑
0≤s asφ

s, where deg(as) < deg(φ) =
deg(µ). Since φ is µ-minimal and ν-minimal, Lemma 1.1 shows that

µ(f) = min {µ(asφ
s) | 0 ≤ s} , ν(f) = min {ν(asφ

s) | 0 ≤ s} .
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Let us denote δs = µ(as) = ν(as) ∈ H, for all s ≥ 0. Clearly,

ι (µ(asφ
s)) = ι(δs + sβ) = δs + sγ = ν(asφ

s).

Since ι preserves the ordering, for arbitrary indices s, t we have

µ(asφ
s) ≤ µ(atφ

t) =⇒ ν(asφ
s) ≤ ν(atφ

t).

Thus, there is a common index s for which µ(f) = µ(asφ
s) and ν(f) = ν(asφ

s),
simultaneously. Therefore, ι (µ(f)) = ι (µ(asφ

s)) = ν(asφ
s) = ν(f). �

Corollary 6.4. Take β, γ ∈ Rsme.

(i) For all a ∈ K we have ωa,β ∼ ωa,γ if and only if β ∼sme γ.
(ii) Let µ ∈ T 0 be an inner node and let φ ∈ KP(µ). If β, γ > µ(φ), then

[µ; φ, β] ∼ [µ; φ, γ] ⇐⇒ β ∼sme γ.

(iii) Let A = (ρi)i∈A be an essential continuous family in T 0 and let φ ∈ KP∞(A).
If β, γ > ρi(φ) for all i ∈ A, then

[A; φ, β] ∼ [A; φ, γ] ⇐⇒ β ∼sme γ.

Proof. All items follow immediately from Proposition 6.3, once we see that for
the two involved valuations, conditions (a) and (b) hold in each case.

In case (i), the common key polynomial of minimal degree is φ = x− a.
In cases (ii) and (iii), φ is a common key polynomial of minimal degree for both

augmentations by Lemma 2.3 and Proposition 4.6, respectively. �

6.4. Quasi-cuts in ΓQ and small-extensions closure of Γ. Consider any subset
Γsme ⊂ Rsme which is a set of representatives of the quotient set Rsme/∼ sme.

The only Γ-automorphism of ΓQ as an ordered group is the identity. Thus, for all
β ∈ ΓQ ⊂ Rsme, we have [β]sme = {β}. Therefore, we have necessarily

ΓQ ⊂ Γsme ⊂ Rsme.

Any such “small-extensions closure” Γsme contains generators of all small extensions
of Γ, up to the relative divisible closure of Γ. Let us give a precise explanation of this
statement, which follows easily from the definition of ∼sme.

Proposition 6.5. Let Γ ↪→ Ω be a small extension and let γ ∈ Ω such that Ω =〈
∆, γ

〉
, where ∆ is the relative divisible closure of Γ in Ω. Let ∆ →∼ ∆0 ⊂ ΓQ be

the canonical embedding of ∆ into ΓQ. Then, for a unique β ∈ Γsme there exists an
isomorphism of ordered groups

Ω −→∼
〈

∆0, β
〉
, γ 7−→ β,

which maps γ to β, and whose restriction to ∆ is the canonical isomorphism ∆ →∼ ∆0.

In [10], a real model for the set of quasi-cuts of ΓQ is constructed, which serves as
a canonical choice for Γsme. Let us recall this construction.

A quasi-cut in ΓQ is a pair D =
(
DL, DR

)
of subsets such that DL ≤ DR and

DL ∪ DR = ΓQ. Then, DL is an initial segment of ΓQ, DR is a final segment of ΓQ
and DL ∩DR consists of at most one element.

If DL ∩DR = {a}, we say that D is the principal quasi-cut determined by a ∈ ΓQ.
If DL ∩DR = ∅, we say that D is a cut in ΓQ.
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The set Qcuts(ΓQ) of all quasi-cuts in ΓQ admits a total ordering:

D =
(
DL, DR

)
≤ E =

(
EL, ER

)
⇐⇒ DL ⊂ EL and DR ⊃ ER.

For all x ∈ Rsme we consider the folllowing quasi-cut Dx in ΓQ:

DL
x = {a ∈ ΓQ | a ≤ x}, DR

x = {a ∈ ΓQ | a ≥ x}.
We say that x realizes the cut Dx. The set Rsme contains realizations of all quasi-cuts
in ΓQ [10, Sec. 4]. Moreover, these quasi-cuts provide the following reinterpretation
of the equivalence relation ∼sme [10, Lem. 5.4].

Lemma 6.6. For all x, y ∈ Rsme, we have x ∼sme y if and only if Dx = Dy.

As a consequence, if we consider on Γsme the total ordering induced by that of Rsme,
we derive a natural isomorphism of ordered sets:

Γsme −→ Qcuts(ΓQ), x 7−→ Dx.

Corollary 6.7. Equipped with the order topology, Γsme is complete and contains ΓQ
as a dense subset.

Indeed, it is well known that the ordered set Qcuts(ΓQ) has these properties. We
recall that being complete with respect to the order topology means that every non-
empty subset of Γsme has a supremum and an infimum.

In [10, Sec. 4], a canonical choice for Γsme is described as

Γsme = ΓQ t Γnbc t Γbc,

for certain subsets Γnbc ⊂ RI
lex \ ΓQ and Γbc ⊂ Rsme \ RI

lex.
The elements x ∈ ΓQ parametrize the principal quasi-cuts. The elements x ∈ Γnbc,

x ∈ Γbc correspond to Dx being a non-ball cut, or a ball cut. Equivalently, the small
extension Γ ↪→

〈
ΓQ, x

〉
preserves, or increases the rank, respectively.

Let us briefly describe Γnbc. For all S ∈ Init(I), consider the truncation by S:

πS : RI
lex −→ RI

lex, x = (xi)i∈I 7−→ xS = (yi)i∈I ,

where yi = xi for all i ∈ S and yi = 0 otherwise. Note that π−1
S (βS) = β +HS, where

HS is the convex subgroup defined in (8). The set Γnbc is stratified as:

Γnbc =
⊔

S∈Init(I)
nbc(S),

where nbc(S) =
{
x ∈ πS

(
RI

lex

)
\ ΓQ | xT ∈ ΓQ for all T ∈ Init(I), T ( S

}
.

Now, let us describe Γbc. For all b = (bi)i∈I ∈ ΓQ, S ∈ Init(I), denote

b−S = ((bj)j∈S | −1 | 0 · · · 0) ∈ RIS
lex, b+

S = ((bj)j∈S | 1 | 0 · · · 0) ∈ RIS
lex,

where ±1 is placed at the iS-th coordinate. Then, Γbc is constructed as:

Γbc =
⊔

S∈Init(I)

{
b−S , b

+
S | b ∈ ΓQ

}
.

The elements determined by the initial segment S = ∅ deserve a special notation:

−∞ = (−1 | 0 · · · 0) = min(Γsme), ∞− = (1 | 0 · · · 0) = max(Γsme),

where ±1 is placed at the i∅-th coordinate; that is, the first coordinate of I∅ = {i∅}+I.
The notation for ∞− is motivated by the fact that this element is the immediate
predecessor of ∞ in the set Γsme∞.
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7. Construction of the valuative tree

We keep with the notation of the previous section

Rsme ⊂ Λ := RI
lex, T 0 ⊂ T := T (Λ),

and we assume that the valuation v takes values in a subgroup of Λ.
Since Γsme is complete, we may extend the singular value function sv to the leaves

of T 0. For a finite leaf ν ∈ Lfin(T 0), we agree that sv(ν) = ∞, while for an infinite
leaf ν ∈ L∞(T 0) we define

sv(ν) = sup {sv(ρ) | ρ ∈ (−∞, ν)} ∈ Γsme.

7.1. Equivalence classes of commensurable extensions. Let Tv be the set of
equivalence classes of valuations on K[x] whose restriction to K is equivalent to v. It
is well-known how to describe the subset T com

v ⊂ Tv of the equivalence classes which
are commensurable over [v].

By Proposition 6.2, any such valuation is equivalent to some commensurable node
µ ∈ T ; that is, a node belonging to the subtree: TQ := T (ΓQ) ⊂ T .

Finally, it is easy to classify the nodes of TQ up to equivalence. Two commensurable
valuations µ, µ′ ∈ TQ are equivalent if and only if µ = µ′. Indeed, if two subgroups

Γ ⊂ ∆ ⊂ ΓQ, Γ ⊂ ∆′ ⊂ ΓQ,

admit an order-preserving isomorphism ι : ∆ →∼ ∆′ which is the identity on Γ, then
necessarily ∆ = ∆′ and ι is the identity mapping.

Therefore, we have a natural bijective mapping

TQ −→ T com
v , µ 7−→ [µ].

Since all leaves of T are commensurable, they are leaves of TQ too. Therefore, both
trees have the same leaves. More precisely, with the notation of Section 5.1, we have:

(9) Lfin(TQ) = Lfin(T ), LU∞(TQ) = LU∞(T ), LC∞(TQ) = LC∞(T ).

By Lemmas 4.8, 4.10 and 4.11, every leaf in LU∞(TQ) is the stable limit of a
countable family of nodes in TQ with unbounded degree, and every leaf in LC∞(TQ)
is the stable limit of an essential continuous family of nodes in TQ.

7.2. Description of the valuative tree. Consider the subtree

Tsme =
{
ρ ∈ T 0 | sv(ρ) ∈ Γsme

}
.

Since ΓQ ⊂ Γsme, we have TQ ⊂ Tsme ⊂ T 0 ⊂ T . In particular, from (9) we deduce

Lfin(TQ) = Lfin(Tsme), LU∞(TQ) = LU∞(Tsme), LC∞(TQ) = LC∞(Tsme).

Theorem 7.1. The mapping µ 7→ [µ] induces a bijection between Tsme and Tv.

Proof. Let µ be a valuation on K[x] whose restriction to K is equivalent to v.
By Proposition 6.2, µ is equivalent to some valuation in T 0. Thus, we may suppose
µ ∈ T 0. If µ is commensurable, then µ ∈ TQ ⊂ Tsme, so that [µ] is the image of some
node of Tsme.

Suppose that µ is incommensurable. Then, it is the last node of a finite MLV chain

µ0
φ1,γ1−→ µ1 −→ · · · −→ µr−1

φr,γr−→ µr = ν.
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If µ = µ0 = ωa,γ has depth zero, then Corollary 6.4 shows that µ is equivalent to
ωa,β ∈ Tsme, where β ∈ Γsme is the representative of the class [γ]sme.

If µ has a positive depth and µr−1 → µ is an ordinary augmentation, then Corol-
lary 6.4 shows that µ is equivalent to [µr−1; φr, β] ∈ Tsme, where β ∈ Γsme is the
representative of the class [γr]sme.

If µ has a positive depth and µr−1 → µ is a limit augmentation, then µ = [A; φr, γr]
for some essential continuous family in TQ and Corollary 6.4 shows that µ is equivalent
to [A; φr, β] ∈ Tsme, where β ∈ Γsme is the representative of the class [γr]sme.

This proves that the mapping µ 7→ [µ] is onto.
Finally, let us show that the mapping µ 7→ [µ] is injective. Suppose that µ, ν ∈ Tsme

are equivalent. Then sv(µ) ∼sme sv(ν) by Proposition 6.3. Since µ and ν belong to
Tsme, we have sv(µ), sv(ν) ∈ Γsme, so that necessarily sv(µ) = sv(ν).

Also, Proposition 6.3 shows that KP(µ) = KP(ν) and ν(a) = µ(a) for all a ∈ K[x]
of degree less than deg(µ). This implies µ = ν by comparison of their action on
φ-expansions, for any common key polynomial φ of minimal degree, having in mind
that µ(φ) = sv(µ) = sv(ν) = ν(φ). �

This subtree Tsme ⊂ T shares many of the properties of T discussed in Sections 2
and 5. Let us explicitely quote some of them.

• For all µ ∈ Tsme, the nodes of a MLV chain of µ, except for (eventually) µ itself,
are commensurable. Thus, these nodes belong to Tsme and the depth of µ can be
described solely in terms of Tsme.

• If µ ∈ Tsme is an inner node and φ ∈ KP(µ), then we may build up ordinary
augmentations in Tsme:

ν = [µ; φ, γ] ∈ Tsme, γ ∈ Γsme, γ > µ(φ).

For any such augmentation, the interval (µ, ν] ⊂ Tsme may be described as

(µ, ν] = {[µ; φ, δ] | δ ∈ Γsme, µ(φ) < δ ≤ γ} .
• In particular, Proposition 2.4 holds in Tsme too. There is a canonical bijection

between KP(µ)/∼µ and the set of tangent directions of µ in the tree Tsme.

• Let A = (ρi)i∈A be an essential continuous family in T , and φ ∈ KP∞(A) a
limit key polynomial. Then, we may build up limit augmentations in Tsme:

ν = [A; φ, γ] ∈ Tsme, γ ∈ Γsme, γ > ρi(φ) for all i ∈ A.
By Lemma 4.11, we may assume that all ρi are commensurable. Thus, we may think
that these limit augmentations are constructed solely from objects in the tree Tsme.

For any such augmentation, we may describe the following interval in Tsme:⋂
i∈A

(ρi, ν] = {[A; φ, δ] | δ ∈ Γsme, ρi(φ) < δ ≤ γ for all i ∈ A} .

• Every two nodes µ, ν ∈ Tsme have a greatest common lower node µ ∧ ν ∈ Tsme.
Indeed, as remarked after Proposition 5.2, if neither µ ≤ ν nor µ ≥ ν, the greatest

common lower node µ ∧ ν ∈ T is commensurable; thus, it belongs to Tsme.

7.3. Paths of constant depth in Tsme. The main difference between Tsme and T
lies in the fact that the paths of constant depth in Tsme are “compact”, thanks to the
completeness of Γsme.
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7.3.1. Inner depth-zero nodes. With the notation in Section 5.3, the inner depth-zero
nodes of Tsme are of the form ωa,γ for a ∈ K and γ ∈ Γsme. By (6), we have

ωa,−∞ = ωb,−∞ ≤ ωc,γ for all a, b, c ∈ K, γ ∈ Γsme.

Let us denote by ω−∞ := ωa,−∞ this minimal depth-zero valuation, which is indepen-
dent of a. By Theorem 5.1, this node ω−∞ is an absolute minimal node of Tsme. We
say that ω−∞ is the root node of Tsme. As a valuation, it works as follows:

ω−∞ : K[x] −→ (Z× Γ)∞, f 7−→ (− deg(f), v(lc(f))) ,

where lc(f) is the leading coefficient of a nonzero polynomial f . All valuations µ on
K[x] satisfying µ(x) < ΓQ are equivalent to ω−∞ [12, Thm. 2.4].

Since ω−∞ is incommensurable, it has a unique tangent direction. Actually,

KP(ω−∞) = {x− a | a ∈ K} = [x]ω−∞ .

All inner depth-zero nodes in Tsme are obtained as a single ordinary augmentation
of the root node ω−∞:

ωa,γ = [ω−∞; x− a, γ] for all a ∈ K, γ ∈ Γsme, γ > −∞.

In particular, the set of all inner depth-zero nodes is:

{ω−∞} ∪
⋃

a∈K
Pω−∞(x− a).

For any key polynomial x − a ∈ KP(ω−∞), the constant-depth path Pω−∞(x − a) is
parametrized by the interval (−∞,∞] ⊂ Γsme∞:

• •• •ω−∞ · · · · · ·
ωa,∞−

ωa,∞

ωa,γ

Moreover, ωa,γ is commensurable if and only if γ ∈ ΓQ∞, and it preserves the rank
if and only if γ ∈ Γnbc∞. The finite leaf ωa,∞ has an immediate predecessor node
ωa,∞− , represented by the valuation

ωa,∞− : K[x] −→ (Z× Γ)∞, f 7−→ (ordx−a(f), v(init(f))) ,

where init(f) is the first nonzero coefficient of the (x− a)-expansion of f ∈ K[x].
The intersection of the depth-zero paths in Tsme determined by any two a, b ∈ K

may be computed as in Section 5.3:

Pω−∞(x− a) ∩ Pω−∞(x− b) = (ω−∞, ωa,v(b−a)].

7.3.2. Ordinary augmentations. Let µ ∈ Tsme be an inner node and let φ ∈ KP(µ)
be a key polynomial. The constant-depth path Pµ(φ) ⊂ Tsme, of all nodes in Tsme

determined by an ordinary augmentation of µ with respect to φ, is parametrized by
all γ ∈ Γsme∞ such that γ > µ(φ):

• • ••µ · · ·· · ·
µ(φ,∞−)

µ(φ,∞)
µ(φ, γ)
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Moreover, µ(φ, γ) is commensurable if and only if γ ∈ ΓQ∞, and it preserves the
rank if and only if γ ∈ Γnbc∞. The finite leaf µ(φ,∞) has an immediate predecessor
node µ(φ,∞−), represented by the valuation

µ(φ,∞−) : K[x] −→ (Z× Γ)∞, f 7−→ (ordφ(f), µ(init(f))) ,

where init(f) is the first nonzero coefficient of the φ-expansion of f ∈ K[x].
The intersection of the constant-depth paths in Tsme determined by any two φ, φ∗ ∈

KP(µ) may be computed as in Section 5.4:

Pµ(φ) ∩ Pµ(φ∗) =

{
∅, if φ 6∼µ φ∗,
(µ, µ(φ, γ0)] , if γ0 = µ(φ− φ∗) > µ(φ).

7.3.3. Limit augmentations. Finally, let A = (ρi)i∈A be an essential continuous family
in Tsme, and let φ ∈ KP∞(A) be a limit key polynomial. Let µ ∈ A be the first
valuation in the family. The completeness of Γsme implies the existence of a minimal
limit augmentation of A in Tsme with respect to φ; namely

µA := [A; φ, γA], γA := sup {ρi(φ) | i ∈ A} ∈ Γsme.

Note that γA > ρi(φ) for all i, because A has no maximal element. Also, γA <∞.
The following result follows immediately from Lemma 4.7.

Lemma 7.2. The value γA ∈ Γsme and the valuation µA ∈ Tsme are independent of
the choice of the limit key polynomial φ in KP∞(A).

The constant-depth path PA(φ) ⊂ Tsme, of all nodes determined by a limit augmen-
tation of A with respect to φ, is parametrized by all γ ∈ Γsme∞ such that γ ≥ γA:

• • • ••· · ·
(ρi)i∈A

µ
µA

· · · · · ·
A(φ,∞−)

A(φ,∞)
A(φ, γ)

Note that µA ∈ PA(φ). Again, A(φ, γ) is commensurable if and only if γ ∈ ΓQ∞,
and it preserves the rank if and only if γ ∈ Γnbc∞. The finite leaf A(φ,∞) has an
immediate predecessor node A(φ,∞−), represented by the valuation

A(φ,∞−) : K[x] −→ (Z× Γ)∞, f 7−→ (ordφ(f), ρA(init(f))) ,

where init(f) is the first nonzero coefficient of the φ-expansion of f ∈ K[x].
The intersection of the constant-depth paths in Tsme determined by any two φ, φ∗ ∈

KP∞(A) is an interval in Tsme which may be computed as in Section 5.5:

PA(φ) ∩ PA(φ∗) = [µA,A(φ, ρA(φ− φ∗)] ⊂ Tsme.

Since the set {ρi(φ) | i ∈ A} ⊂ ΓQ contains no maximal element, its supremum γA
in Γsme is incommensurable. Indeed, if γA ∈ ΓQ, then it would admit an immediate
predecessor γ−A < γA, defined as γ−A = b−S , for b = γA and S = I (cf. Section 6.4). Since
γ−A ∈ Γnbc is incommensurable, it is still an upper bound of the set {ρi(φ) | i ∈ A}.
This contradicts the minimality of γA as an upper bound of this set.

Thus, µA is incommensurable. In particular, it has a unique tangent direction.
Since γA <∞, Proposition 4.6 shows that φ is a key polyomial for µA of minimal

degree. Actually, by [13, Thm. 4.2] and Lemma 4.7, we have

KP(µA) = [φ]µA = {φ+ a | a ∈ K[x], deg(a) < m∞, ρA(a) > γA} = KP∞(A).
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Also, all limit augmentations A(φ, γ) are ordinary augmentations of µA:

A(φ, γ) = [A; φ, γ] = [µA; φ, γ] for all γ ∈ Γsme, γ > γA,

by comparing the action of both valuations on φ-expansions. Indeed, for all polyno-
mials a ∈ K[x] of degree less than m∞ = deg(φ), we have µA(a) = ρA(a), by the
definition of a limit augmentation.

The above picture might suggest that the interval (µ, µA) is contained in a single
constant-depth path beyond µ. This is not the case.

By Lemma 4.11, we may suppose that A = (ρi)i∈A, with ρi = [µ; χi, βi]. Then,
for each i ∈ A, the interval (µ, ρi] is contained in Pµ(χi); however, for j > i, the
valuation ρj belongs to Pµ(χj), but it does not belong to Pµ(χi). Therefore, a more
appropriate picture of this interval would be the following one:

• · · ·

• · · ·

��
��

��
� ˙ ˙ ˙

��
��
� ˙ ˙ ˙

�
��

˙ ˙
˙

µ

µA

7.4. Primitive nodes. The constant-depth paths beyond a limit augmentation have
completely analogous properties as the depth-zero paths. For the ease of the reader
we include the depth-zero paths as a special case of the limit augmentation paths.

Convention. We admit the empty set A = ∅ as an essential continuous family in
Tsme. We agree that this family has γA = −∞, µA = ω−∞, and

KP∞(A) = KP(µA) = {x− a | a ∈ K} , PA(x− a) = {ω−∞} ∪ Pω−∞(x− a).

Definition. A primitive-limit node in Tsme is the inner limit node µA associated
to an essential continuous family A in Tsme. The set of primitive-limit nodes is in
bijection with the set of equivalence classes of essential continuous families.

A primitive-ordinary node in Tsme is an inner node µ ∈ Tsme admitting strong
constant-depth paths (cf. Section 5.4). That is, KPstr(µ) 6= ∅, where

KPstr(µ) := {φ ∈ KP(µ) | deg(φ) > deg(µ)}.

Since µ has key polynomials of different degrees, it is necessarily commensurable.
A primitive node in Tsme is a node which is either primitive-limit or primitive-

ordinary. Let us denote by Prim(Tsme) the set of all primitive nodes.

By our convention, the root node ω−∞ is a primitive-limit node.
By Theorems 5.1 and [14, Thm. 4.7], the primitive-limit nodes cannot be obtained

as an ordinary augmentation of a lower node.

Definition. Let ρ ∈ Tsme be a primitive node. Then, we define

P(ρ) =

{⋃
φ∈KPstr(ρ)Pρ(φ), if ρ is primitive-ordinary,⋃
φ∈KP∞(A)PA(φ), if ρ = µA is primitive-limit.
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We emphasize that ρ ∈ P(ρ) if ρ is a primitive-limit node, but ρ 6∈ P(ρ) if ρ is
primitive-ordinary. However, in both cases, the arguments in Section 7.3 show that

(10) µ ∈ P(ρ), ρ < µ =⇒ µ = [ρ;φ, sv(µ)],

for some φ ∈ KP(µ). If ρ is primitive-ordinary, then necessarily φ ∈ KPstr(µ).

Theorem 7.3. Let ν ∈ Tsme be either an inner node, or a finite leaf. There exists a
unique primitive node ρ ∈ Prim(Tsme) such that ν ∈ P(ρ). In other words,

Tsme \ L∞(Tsme) =
⊔

ρ∈Prim(Tsme)
P(ρ).

Proof. If ν has depth zero, then ν belongs to P(ω−∞), as we saw in Section 7.3.
If ν has a positive depth, then it is the last node of a finite MLV chain

µ0
φ1,γ1−→ µ1 −→ · · · −→ µr−1

φr,γr−→ µr = ν.

If the last augmentation step µr−1 → ν is ordinary, then µr−1 is a primitive-ordinary
node and ν ∈ P(µr−1). Indeed, ν = [µr−1; φr, γr] ∈ Pµr−1(φ) and deg(φr) > deg(µr−1)
by the definition of a MLV chain.

If µr−1 → ν is a limit augmentation, then ν = [A; φr, γr] ∈ P(µA).
Therefore, the union of all sets P(ρ), for ρ running on all the primitive nodes in

Tsme, covers Tsme \ L∞(Tsme). It remains only to show that

ρ, η ∈ Prim(Tsme), ρ 6= η =⇒ P(ρ) ∩ P(η) = ∅.
Since Tsme is a tree, this is obvious if ρ 6≤ η and η 6≤ ρ.
Suppose that ρ < η and there exists µ ∈ P(ρ) ∩ P(η). By (10), the valuation µ ∈
P(ρ) may be obtained after a single ordinary augmentation step: µ = [ρ; φ, sv(µ)],
for a certain φ ∈ KP(ρ). Since η belongs to the interval (ρ, µ), [14, Lem. 2.7] shows
that η = [ρ; φ, sv(η)] too. By Lemma 2.3, deg(η) = deg(φ) = deg(µ).

This leads to a contradiction. Indeed, η cannot be a primitive-limit node because
it is an ordinary augmentation of a lower node. Hence, P(η) is the union of strong
constant-depth paths and this implies deg(η) < deg(µ). �

7.5. Stratification of Tsme by limit-depth. Let ρ ∈ Tsme be a primitive-limit node.
The inductive tree with root ρ is the subset T ind

sme(ρ) ⊂ Tsme formed by all inner
nodes, or finite leaves in Tsme, which may be obtained by a finite chain of ordinary
augmentations starting from ρ:

ρ
φ1,γ1−→ µ1 −→ · · · −→ µn−1

φn,γn−→ µn = µ.

We may consider the stratification by limit-depth

Tsme \ L∞(Tsme) =
⊔

n∈N0

Tn,

where Tn is the subtree of all nodes in Tsme \ L∞(Tsme) whose limit-depth is equal to
n. These subtrees may be recursively constructed as:

T0 = T ind
sme(ω−∞), Tn+1 =

⊔
[A]∈N∞(Tn)

T ind
sme(µA),

where N∞(Tn) is the set of equivalence classes of essential continuous families in Tn.
We could stratify L∞(Tsme) in a similar way, but we must add a stratum corre-

sponding to the infinite leaves with an infinite limit-depth. In [2] we showed that
such infinite leaves do exist.
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Universitat Politècnica de Catalunya · BarcelonaTech, Av. Diagonal, 647, E-08028
Barcelona, Catalonia

Email address: Maria.Alberich@upc.edu
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