Exploring the Potential of a Robot-Assisted
Frailty Assessment System for Elderly Care

Aniol Civit!, Antonio Andriella2, Maite Antonio®, Casimiro Javierre?, Concepcién Boqué3 and Guillem Alenyz‘l1

Abstract— Frailty assessment plays a pivotal role in provid-
ing older adults care. However, the current process is time-
consuming and only measures patients’ completion time for
each test. This paper introduces a set of algorithms to be
used in robots to autonomously perform frailty assessments.
In doing so we aim at reducing therapists’ burden and
provide additional frailty-related metrics that can enhance the
effectiveness of diagnosis. We conducted a pilot study with 22
elderly participants and compared our system’s performance
with that of medical professionals to assess its precision. The
results demonstrate that our approach achieved performances
close to that of its human counterpart. This research represents
an important step forward in the integration of social robotics
in healthcare, offering potential benefits for patient care and
clinical decision-making.

I. INTRODUCTION

The continuous increase in lifespan over recent years
has resulted in a growing proportion of older adults within
the population [1]. This demographic shift presents unique
challenges, particularly in healthcare, where older adults may
face greater vulnerability and risk. One crucial aspect of
older adults’ health is frailty, a well-established indicator of
their susceptibility to adverse health outcomes, particularly
when coupled with other health issues [2]. Older adults with
higher levels of frailty exhibit reduced tolerance to the stress
induced by different treatments, making it imperative to tailor
medical interventions to their specific needs [3].

The gold standard to assess frailty in older adults is geri-
atric screening followed by Comprehensive Geriatric Assess-
ment (CGA) across essential GA-domains that include social
status, nutrition, cognition, emotion, co-morbidity, polyphar-
macy, geriatric syndromes and physical condition [4]. Here,
we focus on the physical component. A commonly used
indicator of physical frailty is the performance in some
standardized tests such as the Short Physical Performance
Battery (SPPB) [5] and the Timed Up and Go (TUG) [6].
However, administering these tests demands valuable time
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Fig. 1. Showcase of the frailty assessment. The robot monitors the patient
(one of the authors) while he starts performing the TUG test.

from already busy healthcare professionals [7]. Moreover,
the data collected through these tests is often limited in
scope, e.g., completion time. Many additional metrics can be
extracted from those tests that have been proven to be related
to frailty [8]-[13], e.g., stride and step lengths, cadences,
and speeds during walking tests, stability during the balance
test, and others. However, previous work based on cameras
and sensors could not manage all the possible behaviors of
the patients during the tests, making their application very
limited.

Integrating robotics into healthcare is rapidly gaining
recognition as a promising solution to bridge existing societal
gaps in healthcare delivery. Robots can become powerful
tools for therapists and doctors, enhancing their effectiveness
and productivity [14], [15], especially in repetitive tasks
such as frailty assessment. By automating these repetitive
tasks, doctors can dedicate their time to activities that better
utilize their expertise and gather valuable data that can
enhance their ability to make accurate diagnoses. To the
best of our knowledge, there are no applications in previous
studies that have considered employing a robotic system for
autonomously assessing frailty.

In our previous work [16], we proposed a robotic frame-
work capable of doing so. The framework consists of two
stages: in the first, the robot has to bring the patient to the
evaluation room, and in the second, the robot has to make the



patient perform the tests and evaluate them. In this work, we
focus on the second stage of the framework by developing
and validating the robot’s perceptual abilities, as well as the
algorithms to extract the necessary metrics. To validate our
system, we conducted a pilot study with 22 older adults who
attended the hospital to assess their frailty. We compared the
robot’s ability to automatically measure the completion time
of the tests with that of the doctor. The results of our study
indicated that there was a strong correlation between our
system’s measurements and those taken by the doctor.

In summary, the contributions of this work are the follow-

ing:

1) Designing a set of algorithms for automatically assess-
ing frailty and extracting additional metrics according
to the healthcare professionals’ requirements.

2) Validating the tracking system and the metrics with an
OptiTrack system as the gold standard.

3) Evaluating our system in a pilot study with N=22 older
adults.

II. RELATED WORK

This section presents studies where the frailty assessment
tests are performed and measured, and finally, it includes
the use of social robots for that purpose. We will not
be covering studies that have used wearable sensors such
as accelerometers, gyroscopes, pressure sensors, and grip-
strength sensors, as they can be intrusive and impractical in
many assistive contexts [8], [10], [11], [12], [17].

Camera-based systems have been widely used to moni-
tor and assess user health status by extracting information
through computer vision or deep learning algorithms. In [18],
the OpenPose algorithm was applied to videos, followed
by a CNN to obtain gait metrics, including walking speed,
cadence, and knee flexion at maximum extension, they
trained the algorithm with a dataset of 1026 patients with
cerebral palsy, which means that the study is biased towards
patients with that pathology. In [19] a multi-RGB camera
system with Openpose and GrabCut was used to extract
the skeleton, and the gait features were calculated based
on the angle of the foot with the vertical image plane
axis. A limitation of this approach is its dependence on
the proper horizontal positioning of the camera. In [20] a
multi-camera system was developed for a 10-meter walk gait
analysis. The gait information was based on the distances
between ankle joints. However, the case of irregular walking
patterns was not considered. In [21], the authors employed
the Kinect camera and a supervised learning approach to
acquire gait information. Nonetheless, the system was trained
with 23 subjects between the age of 26 and 56. Therefore, its
application may be limited to older adults who might have
different walking patterns than younger individuals.

Relating to frailty assessment, in [22], the Kinect camera
was used to track the skeleton for assessing the Standing
Balance test, they validated the measure of the movement
of the center of mass of the patient, but the imbalance was
not computed. In [23], they developed a frailty detection tool
based on the TUG test using the RGBD Kinect camera. They

determined a step when an ankle reached zero velocity. The
time and distances between steps are calculated from the
skeleton poses acquired using the camera. A limitation is
the depth range of the Kinect camera, which complicated
skeleton extraction at the chair position. As a result, the
algorithm extracted information only during the walking
phases, the time was computed manually. In [24], the SPPB
and TUG tests are conducted. They employ Haar Cascades to
locate the face of the patient and track it until it reaches the
goal in all the tests. In the Standing Balance test, they also
marked the feet” location on the floor. For the 5-Times Sit-
Stand test, they used a virtual horizontal plane to determine
if the face crossed it five times. A limitation of this study
is the low flexibility in the experimental setup and test
options, as a prior configuration is required, it doesn’t ensure
significant autonomy for healthcare environments with older
adults using it.

There have been several studies in the literature that have
investigated the use of social robotics to assist frail older
adults. In [25], authors demonstrated the potential of social
robots to provide information on how to perform frailty tests.
The study was focused on the user experience of a robot
application in which physical exercises were provided to frail
older adults while monitored by a therapist. In [26], a robotic
platform was employed to perform cognitive tests on the
patients, using the Kinect camera for the TUG test, by means
of which they computed the time, step length, number of
steps, step frequency, velocity gait, arms swing amplitude,
and upper-lower body synchrony, but the methodology was
not explained or validated.

To address some of the limitations encountered in previous
works, we propose a robotic system that makes use of
a stereoscopic camera. This camera increases the distance
working range thereby providing more flexibility in terms of
setting up the environment. Additionally, we have equipped
the robot with skeleton-based algorithms that are independent
of the camera’s orientation. This allows us to detect the
beginning and end of each test in real time as well as monitor
the user’s performance during the tests. Furthermore, we ex-
tend previous methods making them more generalizable, by
considering more possible scenarios and patients’ behaviors,
e.g., checking for an imbalance during the equilibrium test,
and considering irregular walking patterns.

1. METHOD

The system proposed in this work aims to enable robots
to autonomously administer the SPPB and TUG tests. To
achieve this goal, we develop a set of algorithms that identify
the start and end of each test and also monitor the user while
taking the tests. To track the human skeleton, we used the on-
board algorithm of the ZED2i camera. The algorithm gives
the necessary keypoints to compute the proposed metrics.
The 3D skeleton pose is filtered in all frames, removing
the outliers by using the z-score method, and then applies
a Savitzky-Golay [27] filter to smooth the data and remove
jittery in pose estimation.



We show how the system is capable of (i) computing
the user’s completion time and (ii) extracting other frailty-
related metrics deemed important by healthcare professionals
to improve diagnosis.

In the following paragraphs, we describe each of the tests,
how we detect when it starts and ends, how we compute the
completion time, and the additional metrics.

A. SPPB - Standing Balance Test

In this test, the patient is requested to stand in three pre-
determined foot positions for 10 seconds while maintaining
balance, the positions are: together, semi-tandem (heel of one
foot against the side of the big toe of the other), and tandem
(feet aligned heel to toe). It is worth noting that is the robot
that sets the start and the end of each position, which is fixed
to 10 seconds. The following metrics apply to all the foot
positions.

a) Completion time: To detect a loss of balance, we
measure the distance between the heels and the tips of the
toes on both feet. An imbalance is detected when the standard
deviation o of the difference in that distances between three
consecutive frames is greater than a certain value A (in the
experiment, we use a value of A = (0.08), where

if o(dpeers(t —1,t,t+1)) > A
or o(dioes(t — 1,1, +1)) > A,
10 otherwise.

time =

The time ¢ corresponds to the total time that the patient has
kept balance, or 10 if there were no issues.

b) Additional metric - Movement box: A metric that
measures the movement of the shoulders and explains how
balanced a patient is. It is the box containing the maximum
and the minimum positions in each of the three coordinates
for one of the patient’s shoulders, it is calculated as follows:

Myox (m®) = [max(f,) — min ()|
: |max(ﬁy) - min(ﬁy)|

- Imax(p>) — min(p,)|

where p is the right or left shoulder 3D coordinates.

B. SPPB - Gait Speed Test

In this test, the patient is asked to walk six meters in
a straight line. The first meter corresponds to acceleration
and the last one to deceleration. Timing is taken during the
constant speed phase, which corresponds to the central four
meters.

a) Completion time: We detect the frames that corre-
spond to the start and end of the 4-meter run. Then, we
calculate the distance vector using the following method.
Firstly, we create a vector that contains the central point
between the landmarks of the head, nose, neck, left and right
clavicle, chest, naval spine, and pelvis for all the frames,

using the following equation:

1

ﬁcentral (t) = g : <ﬁhead(t) +ﬁneck(t) +ﬁnose(t)

+ ﬁ’ight clavicle (t) + pieft clavicle (t)
+ ﬁchesl(t) + ﬁnaval spine(t) + ﬁpelvis (t)> .
Next, we set the origin to the initial frame point as:

CZ::emtral(ti) = ﬁcentral(ti) - ﬁcentral(o)a Vi.

It is important to note that the test includes two additional
meters, which serve as acceleration (first meter) and decelera-
tion (last meter) intervals. We need to eliminate these periods
by identifying when the central point crosses the first meter:

tinitial = ti when ||deengrar(t;)]| =1 m
and the fifth meter:
tend = t; when ||deentrai(t;)]] = 5 m
to compute the total time as
ttotal = tend — linitial -

b) Additional metrics - Gait information: We obtain
gait metrics using Joint Relative Distance (JRD) during
walking, similar to [28] where they use the Joint Relative
Angle (JRA).

All the local maximum points in the JRD sequence are
identified as steps since, physiologically, they correspond to
the maximum leg aperture. We gather the vector X with all
the steps from the sequence as follows:

X = {t|Local maxima of JRD(t),Vt}.

Alternatively, the minimum points in the sequence are posi-
tions where the feet are the closest during walking, they are
gathered in the vector

Y = {t|Local minima of JRD(t),Vt}.

Next, we need to identify the right and left steps. To do so,
we observe the maximum velocity of each foot between a
step and its previous minimum. The foot with the higher
maximum velocity is the one that is in motion, since during
walking one foot swings while the other remains almost
steady. This helps to differentiate between the two feet using

max vr,(t) > max Ug(t),
withmax(Y|Y < X;) <t < X;,
otherwise.

S(i) = Left

Right

Being S a vector containing the identity of the steps, marking
if it is was taken with the right or left foot.

It is important to consider that older adults may have
difficulty walking, resulting in irregular patterns. When a
foot is moving but doesn’t move forward the other foot,
it implies that a minimum in JRD is actually a step. To
detect these patterns, the method selects a local minimum
between two consecutive steps of the same foot, that is when
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Fig. 2. Example of the gait analysis in the Gait Speed Test, the
graphic shows the JRD, distance traveled, velocities of each foot during the
performance, and which foot is stepping shown as vertical lines. It includes
the detection of irregular walking patterns marked in a black circle in the
first subplot.

S(i) = S(¢ — 1). This local minimum is chosen as a step
candidate j = Y; | X;_1 <Y; < X;, and is then converted
to the contrary classification S(j) = —S(4).

Now, we need to check if the other foot has moved
between that minimum and the previous step. The distances
traveled by each foot between the previous step time and j
are computed as

disty, = ||dp(j) — dp(i — 1)],
distg = ||dr(j) — dr(i — 1)||.

If the distance traveled in that time interval of the foot
that isn’t detected as a step is greater than the foot detected
as a step, it will be considered as a step and added to X

% X +j if distg(j) > distg

X otherwise.

Fig. |2| shows an example of irregular walking. The top
subplot shows the JRD (Joint Relative Distance) from the
ankles, the middle one displays the distance covered by each
foot, and the bottom one shows the velocities of each foot
during the test. The vertical lines indicate steps detected
for each foot, with blue for the right foot, and red for the
left foot. The first right step (marked with a black circle in
the first subplot) occurs in a local minimum from the JRD
sequence, between two maxima of the left foot. By looking
at the velocities (bottom subplot) and the foot displacements
(middle subplot), we can see that the patient changed the
moving foot between those two maxima of the left foot,
indicating that the right foot was moved in between. The
other steps are located in local maxima, even with the value
being close to the local minima from JRD, meaning that the
feet are close when stepping.

Now that we have the data, we extract various gait
parameters, such as stride lengths and velocities, step lengths

and velocities, step widths, and the number of steps. The
stride length is the distance between two consecutive steps
for the same foot, and the step length is the distance between
two consecutive steps of different feet. The step width is the
transversal distance. We also calculate the means for these
values since there are multiple steps.

c) Additional metric - Gait balance: To measure the
balance during walking, considering walking as a cyclic
motion for most people, the initial positions of the pelvis and
the shoulders are taken as a reference. In each frame, those
initial positions are translated to the current pelvis position,
the difference between the current 3D coordinates of the
shoulders and the translated ones will be used to obtain the
balance metric as:

=

dshoulder (t),
dshoulder(t) = ﬁshoulder (0) + dpelvis (t),

-

dpelvis (t) = ﬁpelm’s (t) — DPpelvis (O)

balance(t) = Pshoutder (t) —

The vector cfshoulder is the translation of the right or left
shoulder in the pelvis direction, and c@,elm‘s the translation
of the pelvis, both in 3D coordinates. The acquired features
for the balance are the ranges between the maximum and the
minimum values of the difference, and its mean along the
entire trajectory.

C. SPPB - 5 Times Sit-Stand Test

In this test, the patient is asked to stand up and sit down

from a chair five times while measuring the total time taken.

a) Completion time: The total time is determined tak-

ing into account the angles between the torso and the

thigh (hip angle), as well as the knee flexion angle. To

identify whether the patient is sitting or standing, we rely
on predetermined thresholds for these angles

if Apnee > Mknee_stand
Stand up
and Qhip > AILLip,sta’rLda
Pose = . if Akpee < )\knee,sit
Sit down
and Qhip > )\hip,sita
Transition otherwise.

The total time is calculated by measuring the time it takes
to complete five repetitions. For the experiment presented in
Sec. when standing, we use a knee angle threshold of
130 degrees and a hip angle threshold of 120 degrees. When
seated, the knee angle threshold is 114 degrees, and the hip
angle threshold is 90 degrees.

b) Additional metric - Fatigue: This metric is the
difference between the time of the first sit-stand and the
last one, and it gives information on the patient’s physical
condition. We compute the time for each sit-stand action as
tss; = tsu; — tsd;, where tsu; is the stand-up time and tsd;
is the sit-down time. The first and the last ones are selected
to compute fatigue as

fatigue = tiast — tfirst-
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Fig. 3. Distance between the right ankle and hip and clustering for an
example of the TUG test.

D. Timed Up and Go Test

In this test, the patient is instructed to stand up from a
chair, walk three meters to an object, walk around it, walk
back, and sit in the same chair.

a) Completion time: The test begins when the patient
stands up and ends when they sit down, measuring the
time taken between these two events. To detect these events
online, the algorithm uses the same angles as the 5 Times
Sit-Stand Test to identify when the patient transitions from
sitting to standing (start) and from standing to sitting (end).
After the online detection of the start and end of the
test, an offline method is used to increase the precision of
the measurement. To detect these transitions, the distance
between the patient’s ankles and hips (d = ppip — Pankie) 15
used as a reference measure, which is higher while standing
up than sitting. The K-means clustering algorithm with k£ = 2
is used on the distance d to segment the two actions. This
assigns a cluster to each frame of the sequence, and the first
cluster change in the sequence is considered as the patient
standing up as follows:

tstart = t when min{t|Cy # Ci_1}

and when the cluster changes for the last time it is considered
as sitting down

tena =t when max{t|C; # Ci;_1}
being C; the cluster sequence at time ¢. The total time is
computed as
tiotal = tend — tstart -
An example of a real TUG test and the cluster segmentation
is shown in Fig. [3]

b) Additional metrics - Gait information and balance:
The metrics are computed as explained in Sec.

IV. METRICS ACCURACY VALIDATION

In this section, we compare our tracking system with other
state-of-the-art solutions in assessing the tests’ metrics (see

Sec. [II).

We use the ZED2i stereoscopic camerd'} There are two
interesting features of this device. Firstly, it can be used both
indoors and outdoors, making it robust in varying daylight
conditions. This is particularly useful in real-life daycare
facilities and hospitals where lighting cannot be controlled.
Secondly, it has a depth range of up to 8 meters for skeleton
tracking, as reported by [29] which is higher than the 5
meters range from the most used camera in the literature,
the Kinect camera [30]. This is a necessary requirement as
the Gait Speed Test needs a distance of 6 meters.

A. Tracking System Validation

Regarding tracking systems, there are several options
available that have been validated in the literature. In [31],
it is suggested that Mediapipe performs better than the
commonly used Kinect’s SDK for acquiring gait informa-
tion. Therefore, we decided to compare our system with
Mediapipe. Additionally, to ensure accuracy, we compared
the metrics computed with our system with those extracted
with the OptiTrack motion capture, considered the gold
standard [32]. The camera was positioned diagonally with
respect to the patient, with the only requirement being that
both legs could be detected.

To conduct this comparison, 7 volunteers performed each
of the tests three times wearing the OptiTrack suit with 41
markers. At the same time, the skeleton 3D points were
recorded using both ZED SD and Mediapipe algorithms.
The volunteers were asked to vary their behavior in each run
of the tests to have more variance between the samples.

B. Results and Discussion

Mediapipe failed to provide accurate information beyond
a working distance of 6 meters. The detection rate was
frequently incorrect, and false positives began to appear as
soon as the subject moved further than 3 meters away from
the camera.

Consequently, the validation was made only for the ZED
SDK algorithm in comparison to the gold standard Opti-
Track. To do so, we used the Mean Absolute Percentage
Error (MAPE) for each of the metrics defined in Sec. as

i=1" X,

MAPE(%) = = - 100

n
where X; is the measurement with OptiTrack and Xi is the
measurement with ZED2i. Given the low magnitude values
from the metrics, any error under 15 percent was considered
a good measurement.

Table [I] presents a summary of results. The mean error in
the time measure, which is the only measure collected by
the doctors, is less than 5 percent in all tests. This suggests
that the time measures using ZED SDK are precise and can
be used to assess the patients.

For the Gait Speed test, the right leg metrics show lower
errors than the left leg’s. This is because the camera is placed

Ittps://www.stereolabs.com/assets/datasheets/
zed-21i-datasheet-feb2022.pdf
“https://www.stereolabs.com/docs/body-tracking/
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. OptiTrack Ours
Test Metric ™) M) MAPE(%)

Time (s) 4.71 4.76 4.73
Left Stride Length (m) 1.25 1.16 8.41
Left Stride Velocity (m/s) 0.99 0.96 5.12
Left Step Length (m) 0.67 0.52 22.26
Left Step Velocity (m/s) 1.07 0.93 15.49
Gait Left Step Width (m) 0.22 0.13 38.79
Speed Right Stride Length (m) 1.24 1.13 9.53
Right Stride Velocity (m/s) 0.99 0.97 5.34
Right Step Length (m) 0.66 0.67 12.26
Right Step Velocity (m/s) 1.05 1.09 11.32
Right Step Width (m) 0.21 0.14 34.48
Range Balance (m) 0.05 0.08 68.74
Mean Balance (m) 0.03 0.04 66.02
Number Steps 7.11 7.68 11.11
Time (s) 9.29 9.36 2.03
Left Stride Length (m) 1.11 1 12.41

Left Stride Velocity (m/s) 0.86 0.81 9.5
Left Step Length (m) 0.59 0.56 13.09
Left Step Velocity (m/s) 0.92 0.91 9.73
TUG Left Step Width (m) 0.19 0.14 33.28
Right Stride Length (m) 1.06 1.02 9.27
Right Stride Velocity (m/s) 0.82 0.79 6.52
Right Step Length (m) 0.59 0.52 13.54
Right Step Velocity (m/s) 0.94 0.8 15.41
Right Step Width (m) 0.24 0.17 31.61
Range Balance (m) 0.57 0.48 17.47
Mean Balance (m) 0.42 0.33 20.55
Number Steps 14 13.78 9.52

Time Together (s) 10 10 0

Time Semi-Tandem (s) 10 10 0

Standing Time Tandem (s) 10 10 0
Balance Box Together (m3) 0.0021 0.0019 14.98
Box Semi-Tandem (m?) 0.0001 0.0002 69.51
Box Tandem (m?) 0.0011 0.0008 33.87

5 Times Time (s) 21.83 22.04 1.2
Sit-Stand Fatigue (s) 1.55 1.29 2491

Number Sequences 5 5 0

TABLE 1

COMPARISON OF THE PROPOSED METRICS BETWEEN ZED SDK AND
OPTITRACK AS THE GOLD STANDARD REFERENCE.

on the right side of the patient during the test, leading to
occlusions in some frames for the left leg.

In the TUG test, the errors decrease in the left leg step and
increase in the right leg step due to occlusions in both legs
for each half of the test. A camera on each side of the patient
could provide better accuracy for these metrics if necessary.

The method for both OptiTrack and ZED SDK correctly
computed the times for the Standing Balance tests. However,
the box in the Standing Balance and the balance in the Gait
Speed and TUG tests present a high percentage of error due
to camera measurement noise.

Finally, the fatigue metric in the Sit-Stand Test has a high
MAPE value of 24.91%, but the difference between the mean
values is only 0.26 seconds. Therefore, the metric is still
considered a viable option.

It’s important to note that there is a significant error in
the step width measurement for both legs, with an error rate
above 30 percent. Additionally, the means for the left and
right legs are different. This is because the OptiTrack markers
on the ankles are placed outside of the leg, while the ZED
SDK provides an estimated midpoint in the ankle. As a result,
there is an offset in the metric, which can be compensated
for to obtain the correct step width measurement.

Generally, the metrics obtained using the camera and the
gold standard have similar means in most cases, and the
errors are mostly low. The results of the lab tests, includ-
ing Mediapipe’s, can be found at |http://www.iri.
upc.edu/groups/perception/#FASE. Given those
promising results, we decided to conduct a pilot study with
real end users.

V. EXPERIMENTAL DESIGN

The experiment was conducted in the Physiology of
the Exercise laboratory at the University of Barcelona
(UFEBELL) and it was approved by the Ethical Committee
of the Hospital de Bellvitge. It was designed as a within-
subject study, in which each participant underwent a standard
clinical check during which they were asked to perform the
SPPB and the TUG tests while being assessed simultaneously
by a human doctor and our robotic system (independent
variable). In both cases, we measured the completion time
(dependent variable). The doctor involved in the study was
an oncohematogeriatric from the Institut Catala d’Oncologia
with several years of experience. We hypothesized based
on our previous experiment (see Sec. [[V), that the robotic
system’s time measurement is highly correlated with that of
the human doctor.

A. Participants

The inclusion criteria for the study required participants to
be 65 years or older, and physically capable of performing
the tests. The sample group consisted of 22 older adults
(M = 73.59, SD = 5.31) from which 12 were females
and 10 males, with varying health and physical conditions
to make the sample more heterogeneous, 10 were oncological
patients (3 females, 7 males), 1 had heart issues (female) and
the rest were older adults with no health issues.

B. Procedure

All participants were scheduled by time on different days.
Random scheduling was employed to allocate participants
across different days and hours to mitigate potential biases
related to the time of day or day of the week. When
they arrived at the lab, they followed the same procedure
as in the geriatric clinic and began performing the tests.
The assessment took place in a dedicated laboratory fa-
cility where geriatric clinicians used to conduct the frailty
assessment. The laboratory was equipped with the necessary
testing tools and robotics setup to facilitate the assessment
process. In this experimentation, the robot’s role is limited to
showing a friendly face in its interface, explaining the tests
by voice, and showing tutorials of the tests. Upon arrival
at the laboratory, participants were provided with informed
consent forms detailing the purpose and procedures of the
study. They were briefed on the nature of the tests and any
relevant instructions before commencing the assessment. The
assessment comprised a series of standardized tests, follow-
ing the established protocol used in geriatric clinics (see
Fig. ). Each participant underwent the tests sequentially,
with trained research personnel and doctors overseeing the
process.
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Fig. 4. Examples of sequences (I-IV) of the patient performing each of
the four physical tests (a-d). (a) Gait Speed test, (b) TUG test, (c) Standing
Balance test, in I and II the patient is standing in a semi-tandem position,
in III and IV it is in a tandem position, and (d) 5 Times Sit-Stand test.

C. Measures

During the assessment, the doctor collected data using a
stopwatch, while our system automatically captured skeletal
data and completion time.

For the Gait Speed, TUG, and 5 Times Sit-Stand tests, the
variable collected was time, while in the Standing Balance,
a clinical measure was used. This number is based on the
times of each foot position. For the together and semi-tandem
positions, if a person kept the balance for 10 seconds, they
scored one point. For the tandem position, if the balance was
kept for 10 seconds, they scored two points, if it was kept
between 3 and 10 seconds, they scored 1 point, otherwise,
they got O points.

D. Results and Discussion

In this section, we analyze the results of the experiment
comparing the completion time for each test computed using
our system with those of the geriatrician. To do so, we
conducted a correlation analysis using Pearson’s correlation
coefficient when possible.

For the Standing Balance test, the geriatrician reported
that all patients except one performed the tests correctly
(M = 3.95, SD = 0.21), while our system results showed
that all of them performed correctly (M = 4, SD = 0),
this suggests that the thresholds can be slightly adjusted
considering the geriatrician criteria. In this case, as both
sets of data are identical except for one entry, it means
that there is no variability to measure the degree of linear
association between them. As a result, we did not compute
the correlation coefficient.

For the Gait speed test, we found a significant positive
correlation between the completion times obtained from our
system (M = 3.06, SD = 0.56) and those assessed by

the geriatrician (M = 2.95, SD = 0.59) (r(22) = 0.92,
p < 0.05), with an R? value of 0.85.

Similarly, for the Sit-Stand test, we observed a highly
significant positive correlation between the completion times
derived from our system (M = 10.53, SD = 1.72) and
those measured by the geriatrician (M = 10.82, SD = 1.8)
(r(22) = 0.98, p < 0.01), yielding an R? value of 0.96.

Finally, for the TUG test, we found a strong positive
correlation between the completion times obtained from our
system (M = 7.01, SD = 1.47) and those recorded by
the geriatrician (M = 7.68, SD = 1.49) (r(22) = 0.93,
p < 0.01), with an associated coefficient of determination
R? of 0.88. It is interesting to note that the difference is the
highest among the 4 tests due to the clusterization of the
data that accounts for detecting whether the patient stands
up or sits down. As can be observed in Fig. 3] the body is
already in motion when the person is considered standing or
sitting. This means that the proposed method might measure
less time than the geriatrician, which starts counting at the
moment the person starts moving.

Overall, these results indicate a strong agreement between
the completion times obtained from our system and those
recorded by the geriatrician across all tested tasks, suggesting
the reliability and validity of our approach in assessing frailty
in older adults.

VI. CONCLUSION AND FUTURE WORK

In this article, we propose a set of algorithms that enable
robots to assess frailty automatically in the same way as
geriatricians currently do. Moreover, we demonstrate that
our system can extract complementary and significant frailty-
related metrics requested by clinicians from those tests.

To evidence the effectiveness of our robotic system, we
conducted two evaluation experiments. In the first experi-
ment, we evaluated the accuracy of the skeleton tracking of
our system and that of the OptiTrack, which is considered
the gold standard, in measuring the frailty metrics. The
results showed satisfactory performance of our system. In the
second experiment, we conducted a pilot study with 22 older
adults in a hospital and evaluated the correlation between the
completion time measured by our system and that measured
by the geriatrician. Our findings indicated a high correlation
between our system and that of the clinician.

The main limitation of this work is the role of the robot
during the experimentation, as it only provided visual and
auditive information to perform the tests.

In the next phase of development, the robot will have a
significant role. Indeed, we will focus on developing new
behavioral adaptation techniques to enable robots to person-
alize the interaction to the different patient’s unique needs
and adjust it to different situations. There may be instances
where the patient performs a test incorrectly because they
cannot understand the instructions, decide voluntarily to
cheat, or are unable to complete it. The robot will need
to handle these challenges. At the same time, we plan to
conduct more experiments in real-world scenarios to (i)
validate user acceptance [33] and (ii) compare the additional



metrics obtained with our system with other sensors used by
clinicians (e.g., accelerometers and gait platform).
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