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ABSTRACT

Predicting turn-taking in multiparty conversations has many
practical applications in human-computer/robot interaction.
However, the complexity of human communication makes it
a challenging task. Recent advances have shown that syn-
chronous multi-perspective egocentric data can significantly
improve turn-taking prediction compared to asynchronous,
single-perspective transcriptions. Building on this research,
we propose a new multi-stage, multi-stream, multimodal
(3M) transformer-based architecture for predicting turn-
taking in embodied, synchronized multi-perspective data.
Our experimental results on the recently introduced EgoCom
dataset show a substantial performance improvement of up
to 14.01% on average compared to existing baselines and al-
ternative transformer-based approaches. We made the source
code and the pre-trained models publicly available

Index Terms— cross-modal transformer, turn-taking pre-
diction, embodied multi-perspective data, audio-video-text.

1. INTRODUCTION

Over the last decade, there has been a growing interest in the
automatic analysis of conversational data with the aim of im-
proving our understanding of human-human communication
and multimodal signaling of social interactions. Turn-taking
prediction, understood as the task of predicting who is going
to talk seconds ahead, is a fundamental task for conversa-
tional systems, with numerous human-centered applications,
such as early diagnosis and intervention for communica-
tion disorders like autism [8]], conversational systems [23],
human-robot communications [21]] to name but a few. Early
approaches focused mainly on verbal communication, with
audio cues being the primary factor for determining turn
shifts. However, it is widely acknowledged that not only
verbal indications but also vocal and visual information are
essential for turn-taking prediction. In natural conversational
settings, interlocutors use a variety of social signals, includ-
ing mutual gaze, head position, facial expressions, breathing,
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and hand gesticulation, to communicate their speaking in-
tentions to their partner [6]. Multimodal approaches for
turn-taking prediction have traditionally used a third-person
perspective for visual and audio data. However, human in-
telligence, including the ability to communicate effectively,
evolved with sensory input from the egocentric, first-person
perspective. Recently, the introduction of the Egocentric
Communications dataset (EgoCom) [16], a multi-perspective
and multimodal dataset, allowed to show the importance of
synchronized multi-perspective embodied data to improve
the accuracy and robustness of turn-taking prediction. In this
paper, we propose a multi-stage, multi-stream, multimodal
(3M) transformer-based architecture for turn-taking predic-
tion that achieves impressive performance in synchronized
multi-perspective conversational data beating state of the art
multimodal transformer architectures by 14.01 % on average.
These results make a huge step towards the dream of effective
conversational systems in real world applications.

2. RELATED WORK

Turn-taking and next speaker prediction. The problem of
turn-taking prediction has originally been addressed in the
field of speech processing with the goal of building dialog
systems able to avoid utterance collisions in multiparty meet-
ings. Early systems could make a prediction only once the
speaker was done, while models able to make future predic-
tions continuously were introduced only later. To detect a
potential turn shift after a segment of speech, typical cues
considered were small gaps of silence in between speak-
ers, semantic and lexicon-syntactic features and prosody
(L8, 23} i4]. With the widespread use of neural networks,
Long Short-Term Memory (LSTM) models have assisted
turn-taking tasks because of their abilities to capture tempo-
ral interactions [[19]).

As modeling turn-taking largely depend on nonverbal
communication, gaze [5], head pose [1] and gesticulation
were used not only to indicate a turn-taking point but also to
clarify the addressee selection. Recent studies have raised the
challenge of combining different modalities in turn-taking.
Recent work proposed a real-time systems that predict turn-
taking from acoustic features beside lexical information with
a LSTM network [[L1], which includes several different types
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of dialogue sessions. Later, a real-time generalized model
was compared to a scenario-specific model, using both lin-
guistic and acoustic features, and showed that generalized
models works better in unstructured and informal conversa-
tions [[7]. Also, lexical and prosody cues were associated in
an RNN model to estimate the timing of a turn-taking and
classify each utterance [10]. Parallel works focused on gaze
transition patterns and the timing structure of eye contact
between a speaker and a listener near the end of the speaker’s
utterance[S]. Recently, [[13] predict the next speaker lever-
aging nonverbal features by using training data with rich
combinations of participants. Most multimodal studies in-
cluding vision have used a third-person visual perspective.
However, this approach tends to lose part of the contribution
of eyes’ gaze, facial expressions, head pose and gestures of
some of the participants, which are easily occluded in a third
view-perspective. [9] showed the relevance of modeling eye
activity from a wearable device. Very recently, the introduc-
tion of the EgoComm dataset [16] a multimodal, multi-view
egocentric perspective datasets, demonstrates the benefit of
such data capture setup for the task turn-taking prediction.
We build on these results to validate our model.
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Fig. 1. Our 3M-transformer architecture: in the first stage
the initial features are given as input to three different vanilla
transformers. Their decoder’s outputs are combined and used
as input to a two-stream Hybrid Transformer. The first and the
second stream use as Query the text features (Zr) and the au-
dio features (7 4), respectively, and the video features (V) as
Key and Value. The outputs of each stream are soft-averaged
and feed to a projection head for speaker classification.

Multimodal transformer-based architectures. Transformer-
based models, originally developed in the field of NLP [25]]
have proven to be effective for a variety of tasks where data
can be approximated by a sequence of discrete units, such as
video classification [2]] and audio classification [22]]. More
recently, multimodal transformer-based architectures have
shown great promise in handling multimodal data for a va-
riety of tasks. From generic pre-trained models [3], like
leveraging video and text, to task-specific architectures such
as emotion recognition [17], audio-visual voice separation
[14] and crowd counting [20] among others.

3. PROPOSED METHODOLOGY

We propose a cross-modal transformer-based architecture
that casts turn-taking prediction as speaker classification task.
Background. The transformer model, as first proposed in
[25]], consists of a stack of encoder and decoder, with six
identical layers.The capability of the network to capture
sequence non-linearities lies mainly in the attention mod-
ules, that is built through a scaled dot-product on which it is
based the Multi-Head Attention. One input sequence, called
”query” (Q), is compared to the other input sequences, which
are called “keys” (K) by a scaled dot product, scaled by the
equal query and key dj. Then the output is weighted with the
values” (V) sequence input. This is described by the function:

Q KT
Vi

Thanks to self-attention and encoder-decoder attention

modules, the transformer network learns on which past posi-
tion it needs to focus to predict a correct speaker.
Network architecture. We propose a multi-stage, multi-
stream, multi-modal (3M)-transformer-based architecture. In
the first stage, each modality (V,T,A) is processed indepen-
dently by a transformer that takes as input a sequence of
feature observations (past), and output a sequence of fea-
ture predictions . These unimodal predictions are further
combined and refined in a second stage consisting of multi-
stream hybrid transformer (HT) architecture where in each
stream a different modality is used as query, while the key
and value remain constant. The outputs of the two streams
are finally concatenated through the average and a fully con-
nected layer followed by softmax is used to produce the final
prediction of the next speaker. In particular, the A—V and
the T—V units take in audio and textual features respectively
as the query and the visual features as the key and values.

Attention(Q, K, V) = Softmax( 4

4. EXPERIMENTS

4.1. Experimental setup

Dataset. To train, evaluate and test our model we used
the EgoCom dataset [L6], consisting of 28 different 20-30



minutes long natural conversations between three speakers.
Synchronized videos are captured by the point of view of at
least two speakers wearing video and audio recording glasses.
All conversations are directed by a leading person who has
the role of the host and cover different topics. The dataset
is already split into train, validation and test sets with the
percentages of 78%, 6% and 16%, respectively. It provides
video and audio records as well as the text content of the con-
versation, ground truth transcriptions and the speaker labels.
Features. We used the features provided in [16]. The
video embeddings are 2048-dimensional visual features cor-
responding to the last average pooling layer of R(2+1)D-101
model [24], pre-trained on Kinetics-400. The audio embed-
dings are 64-dimensional vectors extracted by using a speaker
identification model trained on the Voxceleb [[15]. The text
embeddings are 300-dimensional features obtained by using
the transcripts by FastText’s Crawl[12]]. For each second, 12
feature embeddings were created by an overlapping sliding
window for each modality (text, video, audio). Thereafter,
the features were collected to represent the past 4,5, 10, 30
seconds for every modality and their combination.
Evaluation protocol. As we formulated the problem of turn-
taking prediction as a classification task aimed at identifying
the next speaker (no one, host or one of the two participants),
we used the classification accuracy as evaluation metric.
Baseline models. In addition to the MLP model introduced
in [16], we introduced two transformer-based baselines we
named Early Fusion Transformer (EFT), and Late Fusion
Transformer (LFT). EFT is a vanilla transformer that takes
as input a sequence of multimodal features given by the con-
catenation of features corresponding to different modalities
(text, audio, vision), covering a time interval in the past. LFT
processes each modality separately by a vanilla transformer.
Afterward, a soft ranking layer combines the output of trans-
formers to produce the final probabilities of next speaker.
Implementation details. We predict the speaking label ¢
seconds in the future both without (i.e. likelihood) and with
(i.e. posterior) inclusion of the current speaking label (i.e.
prior) as input during training. In all experiments, the input
are the pre-computed features corresponding to an interval
of time in the past 4, 5, 10, 30 seconds, and the output is the
prediction of the next speaker after 1, 3, 5, 10 seconds. There
are 3 modalities, text (T), audio (A), video (V).The embed-
ding size for all proposed transformer based models and the
attention layer have been set to 512 which was enough for
coding input feature vectors. The embedding method is a lin-
ear transform with trainable weights and bias and after which
the positional encoding is applied. All the transformer models
are in the standard form of encoder-decoder model with feed-
forward layer size of 2048 neurons and 8 as number of heads
for multi-head attention layers. The 6 sub layers has been
used for encoder and decoder parts of all transformer models.
Finally, we used a dropout value of 0.1 while, to train our
architecture, we chose the Adam method as optimizer, with a

learning rate of 0.01 and a weight decay of le-7.

4.2. Ablation study

In Table[I] we report the results of the ablation study we per-
formed to validate the proposed 3M-Transformer architecture
as well as the combination of modalities. In particular, we val-
idated the multi-stage, the multi-stream, and the multi-modal
design. X — Y as subindex means that features X are given
as Q, and features Y as K and V. In table [I] results are re-
ported in blocks, where each blocks (rows divided by hori-
zontal lines), refers to a different structure of the architecture
and each row within the block represents a different combina-
tion of Key, Value, Query of the input features. The first block
is obtained considering the full architecture described in sec-
tion [3| The second block (fourth row) is the case where the
output features of the second stage are concatenated, instead
of taking the average. This validates the choice of doing soft-
averaging instead of the concatenation of output features be-
fore the classifier. The third block is the case where only one
stream is considered in the second stage of the architecture, so
here no type of merging of the output feature is needed. The
results obtained in this way by using only two modalities are
very similar to those obtained by using three modalities. We
observed a similar behaviour with EFT, LFT and MLP. Com-
bining A and 7T results to be slightly the best choice. The
fourth block instead is like one but here the difference is that
the decoder is not implemented in the second stage of the ar-
chitecture. Finally in the last block are reported the cases
where one stage is omitted: in the penultimate row there are
the results of the architecture without the second stage while
in the last row the results obtained directly with the second
stage. These results clearly validate the multi-stage approach.

4.3. Comparative results

Table [2| provides comparative results in terms of test ac-
curacy of our proposed approach in comparison with the
MLP method introduced in [16]], the transformer-based base-
lines we introduced above (EFT and LFT), and two state
of the art transformer-based cross-modal architectures [[17],
denoted as ATT and CROSS. These results show that all
transformer-based architectures perform much better than the
MLP method even in the single modality setting, and that the
combination of two modalities already achieves performance
similar to those obtained by using three modalities. Com-
pared to methods in [17], which make accurate predictions
only in the short-term, our 3M-Transformer is very accurate
in both short time and long time, even using a few seconds
of past. We observe also that all transformer-based models
demonstrate superior performance in capturing and lever-
aging the past for future predictions, as they exhibit only a
minor decrease in accuracy when trained with features av-
eraged over a larger past/history with respect to the MLP
model.



Table 1. Ablation study on the EgoComm dataset. All the results (Top-1 accuracy) are obtained considering the Prior = True

Past(s) 4 5 30 Average
Future(s) 1 3 5 10 1 3 5 10 |1 3 5 10 1 3 5 10
3M-Transformerr v jay | 93.62 9573 95.63 9472 | 95.13 95.07 0466 9480 | 9498 9459 9376 9342 | 9520 9443 9435 92.14 | 94,51
3M-Transformer v, 7 a7 | 9584 9341 9531 9500 | 9534 9379 9348 94.32 | 9545 94.06 9256 94.34 | 9333 9520 952 933 | 94,37
3M-Transformer v_, a4 | 9299 9020 9535 94.57 | 92.65 94.89 94.15 95.12 | 9477 93.16 9298 94.42 | 9481 91.67 94.60 9329 | 93,72
3M-Transformer v av | 93.85 9533 93.37 9392 | 93.28 9393 92.67 9418 | 9228 93.30 93.90 94.99 | 9247 9355 92.94 9322 | 93,66
3M-Transformer v 7 9397 9509 91.13 91.98 | 9433 9392 9305 9436 | 9484 93.00 91.62 93.96 | 91.91 9341 9478 83.10 | 93,09
3M-Transformer v _, 4 9432 9230 9506 94.56 | 9498 9457 9532 95.16 | 94.68 91.65 9557 94.88 | 91.91 93.67 93.19 9420 | 94.12
3M-Transformer 7,y 9403 95.67 93.69 95.18 | 9429 9339 90.93 93.85 | 9448 91.56 94.83 95.05 | 94.63 94.14 93.92 94.63 | 94.12
3M-Transformer 7_, 4 94.52 9559 9594 89.86 | 93.85 93.04 9265 93.69 [ 9501 9052 9233 91.79 | 9279 9401 9343 90.61 | 93.10
3M-Transformer 4,y 9397 9479 9279 9405 | 9416 93.14 9290 9425 | 9503 90.83 9498 9248 | 9241 9472 9522 92.88 | 93.66
3M-Transformer 4_,7 9479 9397 9559 9537 | 9495 94.54 9334 9327 | 9485 9121 94.63 94.46 | 92.81 9550 9432 93.63 | 94.20
3M-Transformerr v jay | 7908 7942 7953 7653 | 77.94 7496 7942 78.88 | 71867 7175 16.19 7683 | 7580 7591 7177 17155 | 71.63
3M-Transformery pyar | 7928 7813 79.82 73.08 | 77.96 7628 77.35 7507 | 80.11 7837 79.67 78.04 | 7838 79.92 7930 76.17 | 77.93
3M-Transformery , air 4 | 7897 79.26 78.67 76.19 | 77.97 7478 76.69 76.00 | 79.75 78.87 7871 7519 | 7831 79.62 77.17 17587 | 71.62
3M-Transformer /o 1o¢pars | 60.79 6130 57.81 5557 | 6416 59.02 5831 57.12 | 6329 59.26 5698 5599 | 65.36 6137 5598 55.65 | 55.99
3M-Transformer 1/, ospare | 5943 57.97 5515 50.57 | 62.85 58.80 57.72 57.11 | 66.48 6040 57.85 55.83 | 6476 5971 58.05 56.54 | 58.70
Table 2. Comparative results in terms of Top-1 accuracy on the EgoCom dataset.
(data used for training) Past(s) 4 5 10 30
Use Prior Modalities  Future(s) 1 3 5 10 1 3 5 10 1 3 5 10 1 3 5 10
False T EFT/LFT | 6371 5728 5507 4929 | 61.11 57.95 56.22 5552 | 61.67 5625 5559 56.10 | 63.21 56.74 53.79 55.70
(likelihood) MLP 535 478 473 459 | 516 475 456 449 | 486 451 448 451 | 448 440 448 447
v EFT/LFT | 60.55 5559 5344 5492 | 55.54 56.20 56.64 57.03 | 5556 55.77 56.79 56.86 | 56.15 56.38 56.33 56.17
MLP 446 453 439 422 | 454 450 449 449 | 444 458 451 444 | 432 448 448 446
A EFT/LFT | 6516 57.54 5543 43.71 | 5929 56.09 5550 57.19 | 64.09 5348 5693 57.32 | 6257 56.82 5621 56.63
MLP 537 486 478 463 | 526 480 463 455 | 499 464 463 452 | 456 434 448 436
T+V LFT 5669 5741 56.69 55.11 | 5848 57.80 6030 57.12 | 57.18 56.67 5651 56.78 | 56.13 5564 55.86 56.81
EFT 60.31 5743 5611 4732 | 57.69 5690 56.86 57.30 | 5593 56.75 56.80 56.62 | 54.81 55.66 55.95 56.66
MLP 483 449 437 445 | 485 453 454 445 | 451 442 451 445 | 401 445 44T 445
T+A LFT 61.10 56.69 5543 51.38 | 59.15 57.58 55.62 57.35 | 57.75 5741 5599 5734 | 56.71 56.54 56.86 57.28
EFT 6135 59.73 5493 4746 | 5939 5552 5543 5581 | 5554 5537 5567 5621|5537 5531 5482 56.23
MLP 545 483 477 460 | 535 482 462 453 | 499 470 457 447 | 440 444 449 447
V+A LFT 60.16 59.15 5741 5534 | 58.37 5818 57.60 5635 | 5722 56.59 5644 55.84 | 56.82 56.98 5592 56.42
EFT 64.15 58.69 57.86 49.55 | 5828 57.94 5643 56.57 | 5654 5551 5645 56.53 | 5601 56.00 5525 56.70
MLP 516 472 469 421 | 522 469 455 449 | 469 450 452 449 | 440 443 449 448
T+V+A  LFT 6093 59.89 5854 5589 | 59.66 5893 5809 56.73 | 56.18 5728 57.16 56.88 | 56.80 56.91 5537 57.23
EFT 6475 5858 56.15 50.12 | 58.04 5801 56.18 5625 | 5422 5477 5592 56.81 | 5648 5641 5637 5651
MLP 53.0 470 468 440 | 531 466 456 449 | 474 457 457 449 | 427 433 436 444
ATT(I7] 6691 6352 5839 5436 | 60.69 5849 5443 5093 | 53.60 50.84 4841 47.06 | 36.80 4046 3653 3931
CROSS[I7] | 63.52 61.03 53.88 4533 | 64.84 5550 5342 4507 | 58.86 5328 50.92 43.42 | 4835 4425 4544 44.28
Our 95.53 9585 94.64 95.17 | 9425 9451 94.60 93.85 | 94.13 9419 9525 92.65 | 93.56 9243 93.91 93.29
True T EFT/LFT | 65.77 6073 55.73 50.72 | 63.98 59.20 56.75 5591 | 65.84 58.61 55.46 56.20 | 66.22 60.56 55.61 54.73
(posterior) MLP 568 488 475 458 | 564 479 453 446 | 535 468 452 450 | 552 466 448 447
v EFT/LFT | 59.69 56.44 55.64 5592 | 59.54 5434 5690 56.86 | 57.42 5655 56.40 57.07 | 61.11 54.88 56.13 56.61
MLP 482 453 427 443 | 518 456 458 458 | 458 457 447 448 | 507 457 447 447
A EFT/LET | 65.69 61.34 5436 47.59 | 6591 58.60 56.55 57.12 | 6717 59.60 54.10 57.15 | 64.63 61.24 56.70 56.98
MLP 565  49.0 477 462 | 572 484 464 449 | 542 470 463 451 | 551 457 450 445
T+V LFT 6512 60.61 58.01 5548 | 6230 57.50 56.64 56.78 | 63.78 58.32 56.68 57.00 | 63.18 57.93 56.61 56.97
EFT 5950 57.94 5657 54.66 | 58.32 57.03 56.12 56.82 | 56.82 55.88 5552 56.82 | 57.56 5532 5528 56.42
MLP 521 468 444 444 | 532 461 458 448 | 479 456 446 449 | 498 462 431 447
T+A LFT 6746 6127 56.16 47.76 | 6457 58.68 5719 5729 | 6731 59.69 57.18 57.43 | 6515 5958 57.12 57.29
EFT 65.68 60.08 5506 4878 | 6411 57.25 5543 56.16 | 65.67 5673 56.38 5587 | 60.40 59.15 5656 56.51
MLP 569 490 478 461 | 569 485 463 448 | 543 470 460 447 | 544 459 450 449
V+A LFT 6355 60.57 58.56 55.08 | 60.50 57.79 5748 56.66 | 61.61 5694 5686 56.01 | 6222 5693 5590 5633
EFT 6621 5932 57.59 4739 | 59.84 57.52 57.30 57.11 | 56.65 57.03 57.29 57.04 | 5829 5630 56.59 56.37
MLP 53.5 474 468 458 | 543 477 468 451 | 494 467 446 446 | 507 446 441 447
T+V+A  LFT 6433 6149 59.18 56.16 | 61.66 5883 5771 57.29 | 6322 5838 57.30 56.68 | 6324 56.02 56.86 5721
EFT 62.15 59.28 5523 4792 | 58.16 56.90 5648 5640 | 56.60 56.70 55.62 5594 | 58.14 5563 56.55 5647
MLP 554 470 467 439 | 551 473 463 448 | 487 459 453 442 | 507 448 432 426
ATT(T7] 90.98 91.68 92.40 89.06 | 79.86 80.83 8146 7837 | 68.07 6534 63.33 62.04 | 4210 4205 4138 40.88
CROSS[I7] | 86.54 73.18 68.57 44.68 | 86.21 8285 5496 4491 | 88.61 81.03 70.69 44.95 | 87.20 80.28 68.00 44.63
Our 93.62 9573 95.63 94.72 | 9513 95.07 94.66 94.80 | 94.98 94.59 93.76 93.42 | 9520 9443 9435 92.14

5. CONCLUSION

results outperforming cross-modal transformer-based base-
lines and architectures. Our work is significant as it ensure

This paper introduces a transformer-based model for multi-
modal turn-taking prediction in embodied multi-perspective,
multimodal data. We have shown that it achieves impressive

very reliable predictions suited for real world applications on
embodied multi-perspective data. Future work will focus on
reducing the amount of annotated data required.
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