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A B S T R A C T

In this paper, a state-space model of a metal hydride tank is formulated and analyzed in detail. Firstly,
a three-dimensional state-space model of the metal hydride tank is simplified by assuming that the tank
temperature can be measured. Secondly, the model is completed with a pipe model, which allows to compute
the input flow from the pipe pressure that can be easily measured. The proposed model solves the problem
that the conventional metal hydride tank models usually take the mass flow rate as input and ignore the
pressure as system input. Thirdly, the first-order trajectory sensitivity analysis method is adopted to determine
the sensitivity of selected unknown parameters. Latter, the particle swarm optimization algorithm is used to
estimate the unknown model parameters from experimental data. Finally, a comparison between experimental
data and simulation results demonstrates that the proposed model can reflect the dynamic characteristics of
the metal hydride tank.
1. Introduction

To overcome the intermittency of renewable energy sources, en-
ergy storage systems and thermal management strategies are receiving
increasing attention [1,2]. Hydrogen is considered an attractive and
sustainable energy carrier due to its eco-friendly and high-energy den-
sity characteristics [3]. There are three main methods used to store
hydrogen: compressed gas, cryogenic liquid hydrogen, and solid-state
storage methods [4]. Solid-state hydrogen storage has a broad devel-
opment prospect compared to the other two types of hydrogen storage
due to its ability to store large amounts of hydrogen in a small volume
with negligible leakage. The metal hydride (MH) tank is one type of
container for solid-state hydrogen storage. However, modeling of the
MH tank remains a challenge that has not been fully solved.

Physical modeling of the MH tank started earlier in the 1980s. Suda
et al. [5] studied the reaction kinetics of metal hydrides and their
mixtures in the absorption and desorption processes, and they obtained
the reaction kinetic expressions for these two processes based on ex-
periments. Nishizaki et al. [6] proposed a model for calculating the
coefficients of performance, and they used an equation that included
the equilibrium pressure to fit the pressure-composition-temperature
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(PCT) curve obtained from the experiment. These studies have provided
a basis for the modeling of MH tanks, but these models only ad-
dress partial properties of the MH tank. A one-dimension mathematical
model containing both transient heat and mass transfer of MH reaction
beds was presented by Mayer et al. [7]. The heat conduction equations
and the mass diffusion equation for a cylindrical MH reaction bed
in longitudinal and radial directions are studied in their work. An
assumption was used that the length of a cylindrical reaction bed is
longer than its diameter so that heat conduction can be considered
to be in the radial direction only. Jemni and Nasrallah et al. [8,9]
proposed a two-dimensional model of the MH tank where the modified
expressions proposed for the reaction kinetics have been adopted by a
large number of subsequent researchers. In addition, they also modified
the Van’t Hoff equation: the standard Van’t Hoff equation could not be
applied for different hydrogen-to-metal atomic ratios (H/M), so some
terms including H/M were introduced into the Van’t Hoff equation and
a 5-order polynomial was used to calculate the equilibrium pressure.
Then in [10], they used the Arrhenius equation to fit the experimental
data obtained, and the results showed a good fit to the experimental
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Nomenclature

Abbreviations

MH Metal hydride
PCT Pressure-Composition-Temperature
FOTSA First-order Trajectory Sensitivity Analysis
FOTSF First-order Trajectory Sensitivity Function
SOC State of charge

Parameters

𝜌𝑔 Density of hydrogen (kg∕m3)
𝑚′
𝑖𝑛 Mass rate of hydrogen (kg∕s)

𝑚′
𝑟 Mass rate of hydrogen sorption (kg∕s)

𝑉𝑡𝑎𝑛𝑘 Volume of tank (m3)
𝑉𝑀𝐻 Volume of MH (m3)
𝜀 Porosity of MH
𝑓𝑖𝑛 Normalized mass flow rate of hydrogen

(kg∕m3∕s)
𝑓𝑟 Normalized sorption mass flow rate of

hydrogen (kg∕m3∕s)
𝑉𝑔 Normalized volume of hydrogen
𝜌𝑠 Density of the MH (kg∕m3)
𝑉𝑠 Normalized volume of the MH
𝐶𝑎 Absorption constant (1∕s)
𝐶𝑑 Desorption constant (1∕s)
𝐸𝑎 Activation energy of absorption (J∕mol)
𝐸𝑑 Activation energy of desorption (J∕mol)
𝑃𝑒𝑞,𝑎 Equilibrium pressure of absorption (Pa)
𝑃𝑒𝑞,𝑑 Equilibrium pressure of desorption (Pa)
𝑅 Universal gas constant (8.314 J∕mol∕K)
𝑚𝐻2 ,𝑐 Capacity of hydrogen absorption (kg)
𝜌𝑠𝑠 Saturated density of MH with complete

absorption of hydrogen (kg∕m3)
𝜌𝑠0 Empty density of the MH without any

hydrogen (kg∕m3)
𝑃 Pressure of hydrogen (Pa)
𝑀𝐻2

Molar mass of hydrogen
(2.016 × 10−3 kg∕mol)

𝑉𝐻2
Maximum volume of hydrogen that can be
absorbed (m3)

𝜌𝐻2
Density of hydrogen in standard state
(kg∕m3)

𝑃0 Atmospheric pressure (101 325 Pa)
𝛥𝑆𝑑 Entropy change for desorption (J∕mol∕K)
𝛥𝐻𝑑 Enthalpy change for desorption (J∕mol)
𝜑, 𝜑0 Plateau flatness coefficients
𝛽 Plateau hysteresis coefficient
𝐹𝑖𝑛 Flow rate of hydrogen (Ln∕min)
𝑃𝑝𝑖𝑝𝑒 Pressure of pipe (Pa)
𝑤𝑡 Mass percentage of hydrogen relative to

alloy (%)
𝑄 Heat exchange per unit volume from the

ambient air to the MH tank (W∕m3)
𝐶𝑝𝑔 Specific heat of hydrogen (J∕(kg K))
2

𝐶𝑝𝑠 Specific heat of MH (J∕(kg K))

Subscripts

𝑎 Absorption
𝑑 Desorption

data under different conditions. A three-dimensional model of the MH
tank was proposed by Aldas et al. [11]. The internal metal of the MH
tank used in the experiment was LaNi5 and they studied the processes
of heat and mass transfer, fluid flow and chemical reaction in different
directions.

Subsequently, since the physical modeling of the MH tank was
difficult due to its strong nonlinearity and a large number of unknown
internal parameters, some researchers adopted a black-box model for
the MH tank. Stark et al. [12] combined neural networks with fuzzy
techniques to develop a neural-network-based model of the MH tank.
To train the neural network, externally accessible parameters that
could be obtained from measurements, such as storage pressure, am-
bient temperature and hydrogen flow rate were used. Because of the
large differences between the absorption and desorption processes in
the MH tank, they built two identically structured, but individually
parameterized models.

The models developed in the above literature have a common
feature of containing a large number of parameters and variables.
While some of these variables can be measured directly by sensors,
e.g. the pressure in the MH tank can be obtained by pressure sensors,
and the mass flow rate can be obtained by flow meters, a major-
ity of the parameters cannot be directly measured. Consequently, in
practical research, how to calibrate the unknown parameters in the
model based on experimental data is also a question worthy of at-
tention. Optimization algorithms are one of the essential methods for
model calibration. The main idea of the optimization algorithm is
to adjust the unknown parameters so that a suitable cost function is
minimized [13,14]. Intelligent optimization algorithms can be applied
to search for the optimal solution of unknown parameters. The com-
monly used intelligent optimization algorithms mainly include genetic
algorithm (GA) [15,16], ant colony algorithm (ACO) [17] and particle
swarm optimization (PSO) algorithm [18]. Zhu et al. [19] identified
unknown parameters in the MH tank model of the onboard hydrogen
storage system through the PSO algorithm. The unknown parameters
were set as particles, and the fitness function was defined as the root
mean square error between the model simulation result and actual
experimental data. The PSO algorithm was then executed, and the
final optimal positions of the particles were adopted as the identified
values for the unknown parameters. Experimental results showed that
the maximum error between the simulation and the actual system was
less than 9%. For the same purpose, Suárez et al. [20] used the PSO
algorithm to estimate the uncertain physical parameters in the model
and subsequently used the calibrated model to study degradations in
the MH tanks.

To the best of our knowledge, in most mathematical models of MH
tanks, it is common to consider the mass flow rate as a known quantity
to establish the mass balance equations. However, a working condition
that is rarely considered in the literature is the behavior of charging and
discharging controlled by external pipe pressure. Motivated by this fact,
in this paper, a pipe model is introduced to calculate the mass flow rate
in order to investigate the effect of pressure changes in the pipeline on
the internal states of the MH tank. In addition, the sensitivity analysis
of selected unknown parameters in the model has been carried out
with the aim of exploring whether reference values from literature can
be used in the modified model proposed in this paper. The unknown
parameters in the model are identified by the PSO algorithm, and the

comparison of simulation and experimental data verifies the validity
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𝑦

Fig. 1. Schematic of an MH tank (the process of charge).
Source: Adaptation of [21].

of the proposed model. The model proposed in this paper can be used
for observer design to estimate the density of MH solid and hydrogen,
especially it can be used to estimate the state of charge (SOC) of the
storage tank.

The main contributions of this paper can be summarized as follows:

1. A two-dimensional state-space model of MH tanks is proposed
in which a scenario with pipe pressure as the input variable is
considered.

2. Sensitivity analysis method First-order Trajectory Sensitivity
Analysis (FOTSA) is used to analyze the sensitivity of the pa-
rameters from the proposed model.

3. PSO is used to tune the unknown parameters in the model to fit
the experimental data.

4. The validation of the proposed model is verified through exper-
iments.

The paper is organized as follows: Section 2 describes the structure
of a typical MH storage tank (without external cooling circulation),
together with a description of the reaction processes occurring in the
tank during the charge and discharge. Section 3 presents a reduced-
order model and a reduced-order modified model of the MH tank. In
Section 4, the FOTSA method is used for the reduced-order modified
model. Section 5 calibrates the reduced-order modified model based
on experimental data. Finally, the conclusions and future work are
provided in Section 6.

2. System description of the MH tank

The schematic of the MH tank is shown in Fig. 1. The whole MH
tank consists of two components: the tank and the metal alloy. For the
charging process, hydrogen is introduced into the tank at a specified
flow rate. Given that the tank constitutes a confined environment, the
influx of hydrogen induces an elevation in pressure. After exceeding
the equilibrium pressure, the hydrogen starts to react with the metal
alloy to form the MH. This reaction is exothermic and when the tank
temperature is higher than the ambient temperature, heat exchange
between the external environment and the tank is accelerated, allowing
the reaction inside the tank to continue. For the discharging process,
the hydrogen flows out of the tank at a specified flow rate and the
pressure inside the tank decreases. When the pressure falls below the
equilibrium pressure, the MH starts to release hydrogen. This reaction is
endothermic and when the tank temperature is lower than the ambient
temperature, similarly, heat exchange between the external environ-
ment and the tank allows the reaction inside the tank to continue. [22].
The chemical equation of the absorption and desorption process is [23]

𝑀 + 𝑥
2
𝐻2

absorption
↔

desorption
𝑀𝐻𝑥 + 𝛥𝐻, (1)

where 𝑀 is the metal alloy, 𝑀𝐻𝑥 is the MH and 𝛥𝐻 is the heat of
reaction.
3

3. Model of the MH tank

To build the model of the MH tank, the following assumptions are
used in most of the literature:

• The hydrogen gas inside the storage tank is considered an ideal gas
[21,24].

• Ignore the thermal convection and thermal radiation inside the tank
[21].

• The hydrogen gas and MH satisfy local thermal equilibrium [24].
• Heat transfer from the external environment has a constant heat

transfer coefficient [21].
• The volume of the MH remains constant during absorption and des-

orption [21]. In other words, the volume available for the gas phase
remains constant.

In previous literature [21], a three-dimensional state-space model of
the MH tank was proposed, which took the temperature 𝑇 of the MH
tank as a system state and considered the effect of the external cooling
circulation. This model is suitable for the thermal management of the
MH tank, but it is slightly complex for cases where the heat exchange
between the tank and the external environment does not need to be
considered. In this section, the model presented in [21] is simplified
and then it is modified based on the inputs of the experimental setup.

Reduced-order model
A reduced-order model of the MH tank is proposed which considers

the tank temperature as a system input:

̇̆𝐱 =

⎡

⎢

⎢

⎢

⎣

𝑢̆2 − 𝑓𝑟
𝑉𝑔
𝑓𝑟
𝑉𝑠

⎤

⎥

⎥

⎥

⎦

, (2)

̆ = 𝑥̆1
𝑢̆1𝑅
𝑀𝐻2

, (3)

where

𝐱̆ =
[

𝑥̆1
𝑥̆2

]

=
[

𝜌𝑔
𝜌𝑠

]

, 𝐮̆ =
[

𝑢̆1
𝑢̆2

]

=
[

𝑇
𝑓𝑖𝑛

]

, 𝑦̆ = 𝑃 (4)

are the states, inputs and output of the system, respectively. In this
model, 𝜌𝑔 is the density of hydrogen, 𝜌𝑠 is the density of the MH,
𝑇 is the temperature of MH, 𝑓𝑖𝑛 is the normalized mass flow rate of
hydrogen, 𝑃 is the pressure of hydrogen, 𝑓𝑟 is the normalized sorption
mass flow rate of hydrogen, 𝑅 is universal gas constant and 𝑀𝐻2

is the
molar mass of hydrogen.

𝑉𝑔 =
𝑉𝑡𝑎𝑛𝑘
𝑉𝑀𝐻

− 1 + 𝜀 (5)

is the normalized volume of hydrogen, 𝑉𝑡𝑎𝑛𝑘 is the volume of the MH
tank, 𝑉𝑀𝐻 is the volume of MH and 𝜖 is the porosity of MH.

𝑉𝑠 = 1 − 𝜀 (6)

is the normalized volume of the MH.
The sorption kinetic model is [8,9]:

𝑓𝑟 =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝐶𝑎𝑒
− 𝐸𝑎

𝑅𝑢̆1 ln
(

𝑦̆
𝑃𝑒𝑞,𝑎

)

(𝜌𝑠𝑠 − 𝑥̆2), 𝑦̆ > 𝑃𝑒𝑞,𝑎, (a)

𝐶𝑑𝑒
− 𝐸𝑑

𝑅𝑢̆1

(

𝑦̆−𝑃𝑒𝑞,𝑑
𝑃𝑒𝑞,𝑑

)

(𝑥̆2 − 𝜌𝑠0), 𝑦̆ < 𝑃𝑒𝑞,𝑑 , (b)

0, otherwise, (c)

(7)

where 𝐶𝑎 and 𝐶𝑑 are the absorption and desorption constants, 𝐸𝑎
and 𝐸𝑑 are the activation energy for absorption and desorption. 𝑃𝑒𝑞,𝑎
and 𝑃𝑒𝑞,𝑑 are the equilibrium pressure for absorption and desorption,
respectively. 𝜌𝑠𝑠 is the saturated density of the MH with complete
absorption of hydrogen and 𝜌𝑠0 is the empty density of the MH without
any hydrogen.
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Fig. 2. Schematic diagram of hydrogen circuit.
Equilibrium pressures can be expressed as [22]:

𝑃𝑒𝑞,𝑎 = 𝑃0 ⋅ 𝑒
( 𝛥𝑆𝑑

𝑅 − 𝛥𝐻𝑑
𝑅𝑢̆1

+(𝜑+𝜑0) tan
[

𝜋
( 𝑥̆2−𝜌𝑠0
𝜌𝑠𝑠−𝜌𝑠0

−0.5
)]

+ 𝛽
2

)

, (8)

𝑃𝑒𝑞,𝑑 = 𝑃0 ⋅ 𝑒
( 𝛥𝑆𝑑

𝑅 − 𝛥𝐻𝑑
𝑅𝑢̆1

+(𝜑−𝜑0) tan
[

𝜋
( 𝑥̆2−𝜌𝑠0
𝜌𝑠𝑠−𝜌𝑠0

−0.5
)]

− 𝛽
2

)

. (9)

where 𝛥𝐻𝑑 is the enthalpy change for desorption, 𝛥𝑆𝑑 is the entropy
change for desorption, 𝑃0 is the atmospheric pressure, 𝜑 and 𝜑0 are the
plateau flatness coefficients and 𝛽 is the plateau hysteresis coefficient.

Remark 1. Heat is generated and consumed by the alloy as it absorbs
and desorbs hydrogen, which can cause differences in temperature be-
tween the inside and outside of the tank in a short time. Consequently,
the temperature measured by the thermocouple located outside the
tank may not accurately reflect the temperature within it. However, it is
possible to approximate the temperature measured outside the tank as
the internal temperature if the heat transfer coefficient of the material
of the tank’s external walls is sufficiently large or the effects of the tank
walls are just neglected. Then, the temperature 𝑇 inside the tank can
be regarded as a measurable variable.

Reduced-order modified model
In two-dimensional MH tank model (2) and (3), the normalized

mass flow rate 𝑓𝑖𝑛 is the model input and the pressure 𝑃 is the model
output. However, in experimental operations, to ensure safety and pre-
vent the pressure inside the tank from exceeding the limit pressure of
the MH tank, the pressure at the entrance of the MH tank is sometimes
changed by tuning the pressure regulator and using the pipe pressure
𝑃𝑝𝑖𝑝𝑒 as the model input. This is the case for the experimental setup we
developed.

Fig. 2 shows the hydrogen circuit of our MH tank test bench. The
pipe pressure is controlled by rotating the high-pressure regulator at
the outlet of the high-pressure hydrogen storage tank for charging and
discharging operations.

In our case, the model output is normalized mass flow rate 𝑓𝑖𝑛. How-
ever, due to the model’s complexity and the strong coupling between
pressure and other parameters, inverting the normalized mass flow rate
by pressure is challenging. Based on this, to avoid large changes to the
existing model, one method is to convert the input and output of the
model through the pipe model, i.e. converting the output of the original
model pressure 𝑃 into normalized mass flow rate 𝑓𝑖𝑛. The diagram for
the modification of the model input and output via the pipe model is
shown in Fig. 3.

In Fig. 3, 𝑃𝑑𝑖𝑓 = 𝑃𝑝𝑖𝑝𝑒 − 𝑃 is the pressure difference between the
pressure inside of the MH tank and pipe pressure. When the pressures
on the two sides of the entrance of the MH tank are different, the
4

Fig. 3. Modification of model input and output.

pressure difference drives the flow of hydrogen from the side with
the higher pressure to the side with the lower pressure. Consider the
simplest proportional pipe model to reflect this relationship, i.e. when
the normalized mass flow rate is proportional to the pressure difference:

𝑓𝑖𝑛 = 𝑘𝑝 ⋅ 𝑃𝑑𝑖𝑓 ⋅ 10−5, (10)

where 𝑘𝑝 is the proportionality coefficient. Then the modified system
can be expressed as:

𝐱̇ =

⎡

⎢

⎢

⎢

⎢

⎢

⎣

𝑘𝑝 ⋅ (𝑢2 −
𝑥1𝑢1𝑅
𝑀𝐻2

) ⋅ 10−5 − 𝑓𝑟

𝑉𝑔
𝑓𝑟
𝑉𝑠

⎤

⎥

⎥

⎥

⎥

⎥

⎦

, (11)

𝑦 = 𝑘𝑝 ⋅ (𝑢2 −
𝑥1𝑢1𝑅
𝑀𝐻2

) ⋅ 10−5, (12)

where

𝐱 =
[

𝑥1
𝑥2

]

=
[

𝜌𝑔
𝜌𝑠

]

,𝐮 =
[

𝑢1
𝑢2

]

=
[

𝑇
𝑃𝑝𝑖𝑝𝑒

]

, 𝑦 = 𝑓𝑖𝑛 (13)

are the states, inputs and output of the system, respectively.
The expression of sorption kinetic 𝑓𝑟 and equilibrium pressure 𝑃𝑒𝑞 in

this model have the same form as the expression in the reduced order
model and will not be repeated here.

4. Sensitivity analysis of the MH tank

As shown in the previous section, the state-space model of the
MH tank contains a large number of unknown parameters. Before the
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model can be used for subsequent studies, it must be calibrated using
experimental data. The values of some parameters in the model, such
as enthalpy change, entropy change and other variables are related to
the materials inside the MH tank, and different values can be found in
the relevant literature depending on the materials used. However, the
published values of these parameters in the literature were obtained
under different operating conditions, and using these parameter values
in the model directly may prevent the calibrated model from providing
a good fit to the experimental data. Therefore, it is crucial to determine
which parameters in the model have a large impact on the system dy-
namics. For those parameters that have a large impact, it is not feasible
to use values from the literature directly. To determine the sensitivity
of the parameters in the model, sensitivity analysis is required.

4.1. First-order trajectory sensitivity analysis

Inspired by recent works [25], the FOTSA method is used to analyze
the sensitivity of parameters in the reduced-order modified model.
Compared to other sensitivity analysis methods (e.g. Multi-Parametric
Sensitivity Analysis (MPSA) [26,27]), FOTSA has lower computational
costs.

Consider the dynamic system defined by:

𝐱̇ = 𝐟 (𝐱,𝐮,𝜽) , (14)

𝐲 = 𝐡(𝐱,𝐮,𝜽), (15)

where 𝐱 ∈ R𝑛 denotes the state vector; 𝐮 ∈ R𝑚 is the input vector;
𝜽 = [𝜽𝒌,𝜽𝒖] is a constant parameter vector which contains the known
parameter vector 𝜽𝒌 ∈ R𝑝1 and unknown parameter vector 𝜽𝒖 ∈ R𝑝2 ;
𝐟 ∈ R𝑛 is the vector field and 𝐡 ∈ R𝑙 is the output function.

The solutions of (14)–(15), 
(

𝑡, 𝑡0, 𝐱𝑡0 ,𝐮,𝜽
)

, are curves which de-
pend on the parameters, 𝜽, the exogenous inputs, 𝐮, in the interval
𝑡 ∈

[

𝑡0, 𝑡𝑑
]

, and the initial conditions 𝐱𝑡0 ≜ 𝐱
(

𝑡0
)

. These solutions fulfill

𝜕
(

𝑡, 𝑡0, 𝐱𝑡0 ,𝐮,𝜽
)

𝜕𝑡
= 𝐟

(


(

𝑡, 𝑡0, 𝐱𝑡0 ,𝐮,𝜽
)

,𝐮(𝑡),𝜽
)

(16)

for all time 𝑡 ∈
[

𝑡0, 𝑡𝑑
]

.
The sensitivity of a solution 

(

𝑡, 𝑡0, 𝐱𝑡0 ,𝐮,𝜽
)

, regarding the un-
known parameters 𝜽𝒖 can be defined as

𝜕
(

𝑡, 𝑡0, 𝐱𝑡0 ,𝐮,𝜽
)

𝜕𝜽𝒖
∈ R𝑛×𝑝2 , (17)

hich indicates the effect of slight variations in the unknown parame-
ers 𝜽𝒖 on the solution trajectory.

For simplicity, define ̇ ≜
𝜕

(

𝑡,𝑡0 ,𝐱𝑡0 ,𝐮,𝜽
)

𝜕𝑡 and  ≜ 
(

𝑡, 𝑡0, 𝐱𝑡0 ,𝐮,𝜽
)

.
The sensitivity of the derivative of the solution can be computed as

𝜕̇
𝜕𝜽𝒖

= 𝜕𝐟
𝜕

⋅
𝜕
𝜕𝜽𝒖

+ 𝜕𝐟
𝜕𝐮

⋅
𝜕𝐮
𝜕𝜽𝒖

+ 𝜕𝐟
𝜕𝜽𝒖

. (18)

Under the assumption that 𝐮 is an exogenous signal, it can be stated
hat it is independent of the system unknown parameters 𝜽𝒖, so
𝜕𝐮
𝜕𝜽𝒖

= 𝟎 ∈ R𝑚×𝑝2 . (19)

Consequently, Eq. (18) can be simplified to

𝜕̇
𝜕𝜽𝒖

= 𝜕𝐟
𝜕

⋅
𝜕
𝜕𝜽𝒖

+ 𝜕𝐟
𝜕𝜽𝒖

. (20)

Note that
𝜕 𝜕

𝜕𝑡
𝜕𝜽𝒖

=
𝜕 𝜕
𝜕𝜽𝒖
𝜕𝑡 and define the First-order Trajectory Sensitiv-

ty Function (FOTSF) as

≜ 𝜕 ∈ R𝑛×𝑝2 , (21)
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𝜕𝜽𝒖
t can be stated that

̇ = 𝜕𝐟
𝜕𝐱

𝝀 + 𝜕𝐟
𝜕𝜽𝒖

. (22)

At time 𝑡 = 𝑡0,  = 𝐱𝑡0 , which is assumed independent of 𝜽.
onsequently 𝝀(𝑡0) = 𝟎.

To compute Eq. (22), the information of 𝐱 and 𝐮 is necessary, so
q. (14) must be solved simultaneously to obtain the current state
nformation.

To quantify the variations in system states caused by the variations
n the system unknown parameters 𝛥𝜽𝒖, Eq. (14) is approximated by a
irst-order Taylor expansion, which is expressed as follows:
(

𝜽𝒖 + 𝛥𝜽𝒖
)

= 
(

𝜽𝒖
)

+

(

𝜕
(

𝜽𝒖
)

𝜕𝜽𝒖

)

⋅ 𝛥𝜽𝒖 + 𝑜(𝜽𝒖).
(23)

Substituting Eq. (21) into Eq. (23) and defining 𝛥 ≜ 
(

𝜽𝒖 + 𝛥𝜽𝒖
)

−
(

𝜽𝒖
)

, it can be shown that

 = 𝝀 ⋅ 𝛥𝜽𝒖 + 𝑜(𝜽𝒖), (24)

here 𝑜(𝜽𝒖) is the Taylor residual.
Each state variation caused by a single parameter variation is

𝑖 = 𝜆𝑖,𝑗 ⋅ 𝛥𝜃𝑗 + 𝑜(𝜃𝑢), (25)

here 𝑖 = 1, 2⋯ , 𝑛 is the component of the states and 𝑗 = 1, 2⋯ , 𝑝2 is
he component of sensitivity and parameters.

The maximum absolute value of each 𝛥𝑖 under the same percent-
ge of 𝛥𝜃𝑗 during 𝑡 ∈

[

𝑡0, 𝑡𝑑
]

is chosen as the sensitivity index 𝑠𝑖, which
an be expressed as:

𝑖 = max |𝛥𝑖|. (26)

Algorithm 1: FOTSA of the modified MH tank model
Input : Pipe pressure 𝑃𝑝𝑖𝑝𝑒, Temperature 𝑇 of the MH tank

1 Initialization:
• Set the initial value of the hydrogen and metal-hydride density
𝜌𝑔(𝑡0), 𝜌𝑠(𝑡0), initial value of sensitivity function 𝝀(𝑡0)

• Set the prespecified parameter values (either nominal or actual
estimates) of each parameter 𝜃𝑗

• Set the sampling interval 𝛥𝑡 and the stop time 𝑡𝑑

2 Start procedure;
3 while 𝑡 ≤ 𝑡𝑑 do
4 Compute the coefficient items matrix (𝜕𝐟∕𝜕𝐱) and free items

matrix (𝜕𝐟∕𝜕𝜽𝒖);
5 Compute the sensitivity function 𝝀 by Eq. (22);
6 Compute each state variation 𝛥𝑖 caused by single

parameter variation via Eq. (25);
7 Compute the sensitivity index 𝑠𝑖 of each parameter by

Eq. (26);
8 end
9 End procedure;
Output: Sensitivity index 𝑠𝑖

The FOTSA method for the MH tank is presented in Algorithm 1.
Through a comparison of the sensitivity index for each parameter,
it is feasible to discern the impact of minor variations in individual
parameters on the system’s trajectories. It is important to highlight that
a higher sensitivity index corresponds to a more significant influence on
the system’s trajectories. Conversely, a lower sensitivity index indicates
a relatively smaller effect.

4.2. Sensitivity analysis of the reduced-order modified MH tank model

To facilitate the sensitivity analysis, three operating conditions are

defined, corresponding to the charge, discharge and mixed charge &
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Table 1
Prespecified values of parameters [29–33].

Parameter Symbol Prespecified value Unit

Entropy change for desorption 𝛥𝑆𝑑 111.77 J∕mol∕K
Enthalpy change for desorption 𝛥𝐻𝑑 2.668 ⋅ 104 J∕mol
Plateau flatness coefficient 𝜑 0.1843 –
Plateau flatness coefficient 𝜑0 0.0042 –
Plateau hysteresis coefficient 𝛽 0.2355 –
Absorption constant 𝐶𝑎 3928.1 1∕s
Desorption constant 𝐶𝑑 4952.2 1∕s
Activation energy for absorption 𝐸𝑎 3.8236 ⋅ 104 J∕mol
Activation energy for desorption 𝐸𝑑 3.0915 ⋅ 104 J∕mol

Table 2
Other parameters used in the MH tank model [21].

Symbol Value Symbol Value

𝜖 0.6997 𝑉𝑀𝐻 0.353 ⋅ 10−3m3

𝜌𝑠0 6211.1 kg∕m3 𝜌𝐻2
0.0897 kg∕m3

𝑅 8.314 J∕(molK) 𝑃0 101 325 Pa
𝑀𝐻2

2.016 ⋅ 10−3kg∕mol 𝑇𝑎𝑚𝑏 298.15K
𝑉𝑡𝑎𝑛𝑘 0.48 ⋅ 10−3m3 𝑘𝑝 0.06 s∕m
𝑉𝐻2

0.35m3 𝑘𝑎𝑚𝑏 0.7 J∕(sK)
𝐶𝑝𝑔 14 890 J∕(kgK) 𝐶𝑝𝑠 400 J∕(kgK)

discharge conditions of the MH tank. Since temperature is considered a
measurable variable in the reduced-order model, the third-order model
is used to generate temperature data. The expression of temperature
is [28]:

𝑇̇ =
𝑓𝑟

𝛥𝐻
𝑀𝐻2

+ 𝑓𝑟𝑇 (𝐶𝑝𝑔 − 𝐶𝑝𝑠) +𝑄

𝑉𝑔𝐶𝑝𝑔𝜌𝑔 + 𝑉𝑠𝐶𝑝𝑠𝜌𝑠
, (27)

where 𝐶𝑝𝑔 and 𝐶𝑝𝑠 are the specific heat of hydrogen and MH, respec-
tively.

The heat exchange per unit volume, 𝑄, with the ambient air and the
MH tank can be computed as

𝑄 =
𝑘𝑎𝑚𝑏 ⋅ (𝑇𝑎𝑚𝑏 − 𝑇 )

𝑉𝑀𝐻
, (28)

where 𝑘𝑎𝑚𝑏 is the overall heat exchange coefficient between the ambient
air and the MH tank, and 𝑇𝑎𝑚𝑏 is the ambient temperature.

In the reduced-order modified model proposed in the above section,
the unknown parameter vector is 𝜽𝒖 = [𝛥𝑆𝑑 , 𝛥𝐻𝑑 , 𝜑, 𝜑0, 𝛽, 𝐶𝑎, 𝐶𝑑 , 𝐸𝑎,
𝐸𝑑 , 𝜖, 𝜌𝑠0, 𝜌𝑠𝑖, 𝑉𝑀𝐻 , 𝑘𝑝]. Since the three parameters 𝑉𝑀𝐻 , 𝜖, 𝜌𝑠0 are
related to the manufacturing techniques of the MH inside the tanks,
𝜌𝑠𝑖 is the initial state which cannot calculate directly and 𝑘𝑝 have
a large influence on the flow of hydrogen, it is necessary to fix
these five parameters during the model calibration. Then, for the
sensitivity analysis, the following nine parameters are selected: 𝜽𝒔 =
[𝛥𝑆𝑑 , 𝛥𝐻𝑑 , 𝜑, 𝜑0, 𝛽, 𝐶𝑎, 𝐶𝑑 , 𝐸𝑎, 𝐸𝑑 ] ⊂ 𝜽𝒖. The prespecified values of
unknown parameters 𝜽𝒔 used for sensitivity analysis are shown in
Table 1. Other parameters used in the model are listed in Table 2.

Charging process
The first operating condition is charge. In the reduced-order modi-

fied model (11)–(12), the input variable is pipe pressure, so a stepped
pipe pressure profile is defined. To make the initial state of the tank
model equilibrium, the initial conditions of the pipe pressure profile are
defined as 𝜌𝑔(𝑡0) = 0.0813 kg∕m3, 𝜌𝑠(𝑡0) = 6217.5 kg∕m3 and 𝑃𝑝𝑖𝑝𝑒(𝑡0) =
0.1MPa. The pipe pressure increases by 0.1MPa every 2000 s until the
reference pressure 𝑃𝑟𝑒𝑓 = 2.5MPa. Fig. 4 shows the system dynamics
for the charging process.

The evolution of 𝜆𝑖,𝑗 for 𝜌𝑔 in charge condition is shown in Fig. 5.
From the figure, it can be found that under this operating condition,
five parameters: 𝛥𝑆𝑑 , 𝛥𝐻𝑑 , 𝛽, 𝐶𝑎 and 𝐸𝑎 have sustainable effects on the
dynamic performance of the system state 𝜌𝑔 while 𝜑 and 𝜑0 only have
effect at the beginning of the charging process. Besides, it can be noted
that the changes of both 𝐶 and 𝐸 have no effect on 𝜌 because the
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Fig. 4. The charge profile of sensitivity analysis.

Fig. 5. Parameter sensitivity function for 𝜌𝑔 of charging process.

trajectories of these two parameters’ sensitivity functions are always 0.
This is reasonable as the charging process does not include information
related to these two parameters.

The numeric variation for each parameter is set as 3% of their
prespecified values for the sensitivity analysis of 𝜌𝑔 . The result of the
sensitivity index for 𝜌𝑔 is shown in Table 3. From this table, it can be
observed intuitively that the four parameters 𝛥𝑆𝑑 , 𝛥𝐻𝑑 , 𝐸𝑎 and 𝜑 have
more impact on system state 𝜌𝑔 , and sensitivities, in descending order,
are 𝛥𝑆𝑑 > 𝛥𝐻𝑑 > 𝐸𝑎 > 𝜑.

The evolution of 𝜆𝑖,𝑗 for 𝜌𝑠 in charge condition is shown in Fig. 6.
Similarly, it can be observed that 𝐶𝑑 and 𝐸𝑑 do not affect 𝜌𝑠.

Next, the numeric variation for each parameter is set as 3% of their
prespecified values for the sensitivity analysis of 𝜌𝑠. The result of the
sensitivity index for 𝜌𝑠 is shown in Table 4. This table shows that the
five parameters 𝛥𝑆𝑑 , 𝛥𝐻𝑑 , 𝐸𝑎, 𝜑 and 𝛽 have more impact on system
state 𝜌𝑠, and sensitivities, in descending order, are 𝛥𝑆𝑑 > 𝛥𝐻𝑑 > 𝛽 >
𝐸 > 𝜑.
𝑎
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Table 3
Sensitivity index for 𝜌𝑔 of charging process with 3% parameter variation.

Parameter Symbol 𝑠1(3%)

Entropy change for desorption 𝛥𝑆𝑑 0.0266
Enthalpy change for desorption 𝛥𝐻𝑑 0.0212
Plateau flatness coefficient 𝜑 0.0053
Plateau flatness coefficient 𝜑0 1.1983 ⋅ 10−4

Plateau hysteresis coefficient 𝛽 2.3287 ⋅ 10−4

Absorption constant 𝐶𝑎 3.7734 ⋅ 10−4

Desorption constant 𝐶𝑑 –
Activation energy for absorption 𝐸𝑎 0.0058
Activation energy for desorption 𝐸𝑑 –

Fig. 6. Parameter sensitivity function for 𝜌𝑠 of charging process.

Table 4
Sensitivity index for 𝜌𝑠 of charging process with 3% parameter variation.

Parameter Symbol 𝑠2(3%)

Entropy change for desorption 𝛥𝑆𝑑 191.8114
Enthalpy change for desorption 𝛥𝐻𝑑 147.4213
Plateau flatness coefficient 𝜑 1.3757
Plateau flatness coefficient 𝜑0 0.0314
Plateau hysteresis coefficient 𝛽 1.6801
Absorption constant 𝐶𝑎 0.0930
Desorption constant 𝐶𝑑 –
Activation energy for absorption 𝐸𝑎 1.3772
Activation energy for desorption 𝐸𝑑 –

Therefore, in cases where charge experimental data is accessible,
it is even more important to determine reasonable ranges for the five
parameters 𝛥𝑆𝑑 , 𝛥𝐻𝑑 , 𝜑, 𝛽 and 𝐸𝑎 in model calibration. Compared to
these five parameters, the remaining four parameters have less effect on
system states. When precise results are not required, calibration of the
important parameters should be prioritized, while prespecified values
can be used for other parameters to reduce the number of calibrated
parameters.

Discharging process
The second operating condition is discharge. In contrast to the

charge, the initial conditions are defined as 𝜌𝑔(𝑡0) = 2.0331 kg∕m3,
𝜌 (𝑡 ) = 6481 kg∕m3 and 𝑃 (𝑡 ) = 2.5MPa. The pipe pressure decreases
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Fig. 7. The discharge profile of sensitivity analysis.

Fig. 8. Parameter sensitivity function for 𝜌𝑔 of discharging process.

by 0.1MPa every 2000 s until the reference pressure 𝑃𝑟𝑒𝑓 = 0.1MPa.
Fig. 7 shows the system dynamics for the discharging process.

Figs. 8 and 9 show the evolution of 𝜆𝑖,𝑗 for 𝜌𝑔 and 𝜌𝑠 in discharge
condition, respectively. These figures reveal that all the parameters
except 𝐶𝑎 and 𝐸𝑎 have significant effects on the dynamic performance
of the system states 𝜌𝑔 and 𝜌𝑠. The reason is similar to that described
earlier, i.e. the information of these two parameters is not included in
the discharging process.

The calculation results of the sensitivity index for 𝜌𝑔 and 𝜌𝑠 are
listed in Table 5 and Table 6, respectively. From these two tables, it
can be noted that the five parameters 𝛥𝑆𝑑 , 𝛥𝐻𝑑 , 𝜑, 𝛽 and 𝐸𝑑 have
more impact on system state 𝜌𝑔 , and sensitivities, in descending order,
are 𝛥𝑆𝑑 > 𝛥𝐻𝑑 > 𝜑 > 𝐸𝑑 > 𝛽. In the meanwhile, the five parameters
𝛥𝑆𝑑 , 𝛥𝐻𝑑 , 𝜑, 𝛽 and 𝐸𝑑 have more impact on system state 𝜌𝑠, and
sensitivities, in descending order, are 𝛥𝑆𝑑 > 𝛥𝐻𝑑 > 𝐸𝑑 > 𝛽 > 𝜑.

Hence, in cases where discharge experimental data is available, it
is crucial to determine reasonable ranges for the five parameters: 𝛥𝑆 ,
𝑑
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Fig. 9. Parameter sensitivity function for 𝜌𝑠 of discharging process.

Table 5
Sensitivity index for 𝜌𝑔 of discharging process with 3% parameter variation.

Parameter Symbol 𝑠1(3%)

Entropy change for desorption 𝛥𝑆𝑑 0.5104
Enthalpy change for desorption 𝛥𝐻𝑑 0.4089
Plateau flatness coefficient 𝜑 0.0244
Plateau flatness coefficient 𝜑0 5.5682 ⋅ 10−4

Plateau hysteresis coefficient 𝛽 0.0045
Absorption constant 𝐶𝑎 –
Desorption constant 𝐶𝑑 4.8855 ⋅ 10−4

Activation energy for absorption 𝐸𝑎 –
Activation energy for desorption 𝐸𝑑 0.0070

Table 6
Sensitivity index for 𝜌𝑠 of discharging process with 3% parameter variation.

Parameter Symbol 𝑠2(3%)

Entropy change for desorption 𝛥𝑆𝑑 208.0995
Enthalpy change for desorption 𝛥𝐻𝑑 181.2052
Plateau flatness coefficient 𝜑 1.4461
Plateau flatness coefficient 𝜑0 0.0330
Plateau hysteresis coefficient 𝛽 1.8228
Absorption constant 𝐶𝑎 –
Desorption constant 𝐶𝑑 0.2081
Activation energy for absorption 𝐸𝑎 –
Activation energy for desorption 𝐸𝑑 3.0613

𝛥𝐻𝑑 , 𝜑, 𝛽, and 𝐸𝑑 during model calibration. In comparison to these
five parameters, the impact of the remaining four parameters has a
relatively less significant effect on the state of the system.

Mixed charging & discharging process
The third operating condition is the mixed charging & discharging

process which contains charge and discharge. the initial conditions are
defined as 𝜌𝑔(𝑡0) = 0.9759 kg∕m3, 𝜌𝑠(𝑡0) = 6270 kg∕m3 and 𝑃𝑝𝑖𝑝𝑒(𝑡0) =
1.2MPa. To fully consider the charge and discharge scenarios, an ex-
treme case has been chosen, i.e. pipe pressure is a periodic square wave
signal, 𝑃𝑝𝑖𝑝𝑒 = 1.2MPa while 𝑡 ∈ [0, 2500 s), 𝑃𝑝𝑖𝑝𝑒 = 1.6MPa while
𝑡 ∈ [2500 s, 5000 s), 𝑃𝑝𝑖𝑝𝑒 = 0.8MPa while 𝑡 ∈ [5000 s, 7500 s), and then it
varies with a period of 2500 s. Fig. 10 shows the system dynamics for
the mixed charging & discharging process.
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Fig. 10. The mixed charging & discharging profile of sensitivity analysis.

Fig. 11. Parameter sensitivity function for 𝜌𝑔 of mixed charging & discharging process.

Table 7
Sensitivity index for 𝜌𝑔 of mixed charging & discharging process with 3% parameter
variation.

Parameter Symbol 𝑠1(3%)

Entropy change for desorption 𝛥𝑆𝑑 0.0979
Enthalpy change for desorption 𝛥𝐻𝑑 0.0770
Plateau flatness coefficient 𝜑 0.0018
Plateau flatness coefficient 𝜑0 1.8826 ⋅ 10−4

Plateau hysteresis coefficient 𝛽 0.0043
Absorption constant 𝐶𝑎 0.0015
Desorption constant 𝐶𝑑 0.0013
Activation energy for absorption 𝐸𝑎 0.0235
Activation energy for desorption 𝐸𝑑 0.0160

The evolution of 𝜆𝑖,𝑗 for 𝜌𝑔 and 𝜌𝑠 in the mixed charging & discharg-
ing process are shown in Figs. 11 and 12, it can be found that all the
parameters have significant effects on the dynamic performance of the
system state 𝜌 and 𝜌 .
𝑔 𝑠
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Fig. 12. Parameter sensitivity function for 𝜌𝑠 of mixed charging & discharging process.

Table 8
Sensitivity index for 𝜌𝑠 of mixed charging & discharging process with 3% parameter
variation.

Parameter Symbol 𝑠2(3%)

Entropy change for desorption 𝛥𝑆𝑑 81.4803
Enthalpy change for desorption 𝛥𝐻𝑑 66.1727
Plateau flatness coefficient 𝜑 1.3985
Plateau flatness coefficient 𝜑0 0.0316
Plateau hysteresis coefficient 𝛽 0.7122
Absorption constant 𝐶𝑎 0.0472
Desorption constant 𝐶𝑑 0.0174
Activation energy for absorption 𝐸𝑎 0.7284
Activation energy for desorption 𝐸𝑑 0.2180

The results of the sensitivity index for 𝜌𝑔 and 𝜌𝑠 are listed in Tables 7
and 8. From these two tables, it can be observed intuitively that the five
parameters 𝛥𝑆𝑑 , 𝛥𝐻𝑑 , 𝛽, 𝐸𝑎 and 𝐸𝑑 have more impact on system state
𝜌𝑔 , and sensitivities, in descending order, are 𝛥𝑆𝑑 > 𝛥𝐻𝑑 > 𝐸𝑎 > 𝐸𝑑 >
𝛽. In the meanwhile, the six parameters 𝛥𝑆𝑑 , 𝛥𝐻𝑑 , 𝜑, 𝛽, 𝐸𝑎 and 𝐸𝑑
have more impact on system state 𝜌𝑠, and sensitivities, in descending
order, are 𝛥𝑆𝑑 > 𝛥𝐻𝑑 > 𝜑 > 𝐸𝑎 > 𝛽 > 𝐸𝑑 .

Therefore, in cases where mixed charging & discharging experimen-
tal data is accessible, it is important to determine reasonable ranges for
these six parameters: 𝛥𝑆𝑑 , 𝛥𝐻𝑑 , 𝜑, 𝛽, 𝐸𝑎 and 𝐸𝑑 in model calibration.
Compared to these six parameters, the remaining three parameters have
less effect on system states.

From the results of the sensitivity analysis of the above three
processes, it can be seen that both 𝛥𝑆𝑑 and 𝛥𝐻𝑑 have the highest
sensitivity. These two parameters, which are important parameters of
the standard Van’t Hoff equation [7], have a greater influence on
the equilibrium pressure than the plateau flatness coefficients and the
hysteresis coefficients, thus these two parameters have high sensitivity
to the system states 𝜌𝑔 and 𝜌𝑠. Meanwhile, the results of the sensitivity
analysis simplify the subsequent calibration of the MH model with
experimental data. When the MH model is calibrated using experimen-
tal data containing only the charging process or only the discharging
process, the segmented functions of reaction kinetics 𝑓𝑟 and equilibrium
pressure 𝑃𝑒𝑞 can be simplified and calculated using the corresponding
equations. In addition, the number of parameters in the model that
need to be calibrated is also reduced.
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Fig. 13. View of the MH tank test bench.

Table 9
Characteristics of the main sensors.

Sensor Model Measure range

Mass flow meter F-111B 0.16 mLn/min-25 Ln/min
Pressure sensor PR-21Y 2 bar-30 bar
Thermocouple K −75 °C–260 °C

5. Model calibration of MH tank from data

The experimental data required for calibration are obtained from
the practical MH tank test bench (as shown in Fig. 13). The experi-
mental setup comprises two primary components: the hydrogen circuit
and the real-time platform. The schematic diagram of the hydrogen
circuit is mentioned in Fig. 2. The real-time platform not shown in the
figure is used to record the measurement data of each sensor during the
experiment. The hydrogen circuit consists of two paths: the charging
path and the discharging path.

In the charging path (valve 1 is open and valve 2 is closed), high-
pressure (200 bar) hydrogen is stored within a tank, and the outlet of
the tank is connected to a high-pressure regulator which decreases the
pressure until a range that the MH tank can work. The pressure of the
inlet pipe is regulated using the high-pressure regulator. Check valve
1 is used to prevent hydrogen backflow while flow meter 1 is used to
measure the flow rate, 𝐹𝑖𝑛. Pressure-relief valve 1 (30 bar) is connected
behind flow meter 1 to protect the MH tank and the platform. Pressure
sensor 1 is used to measure pipe pressure, 𝑃𝑝𝑖𝑝𝑒. The solenoid is closed
in the charging process and open in the discharging process.

In the discharging path (valve 1 is closed and valve 2 is open).
A low-pressure regulator is used to decrease the pressure to 0.5 bar.
The pressure-relief valve 2 (1 bar) is used to protect the fuel cell while
pressure sensor 2 is used to measure the pressure in the circuit. After
the pressure sensor 2 there is the mass flow meter 2 used to measure
the flow rate, 𝐹𝑖𝑛.

Table 9 lists the characteristics of the main sensors.
The material of the MH tank used in the experiment is Hydralloy

C5 (Ti0.95Zr0.05Mn1.48Fe0.08Al0.01), which is a AB2 type alloy [34]. Four
temperature sensors are placed on the top and bottom surfaces of the
tanks to measure the temperature of their external surfaces.

The following experiment is performed. In the charging process, the
pipe pressure, 𝑃𝑝𝑖𝑝𝑒, is increased by approximately 1 bar every 5 min
until 21 bar by tuning the high-pressure regulator.

In the discharging process, the normalized mass flow rate 𝑓𝑖𝑛 is
controlled to decrease the pressure slowly by tuning the manual relief
valve.
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Table 10
Search range of the unknown parameters for MH tank model [29–33].

Parameter Symbol Lower Upper Unit

Entropy change for desorption 𝛥𝑆𝑑 109 113 J∕mol∕K
Enthalpy change for desorption 𝛥𝐻𝑑 2.5 ⋅ 104 3.2 ⋅ 104 J∕mol
Plateau flatness coefficient 𝜑 0 1 –
Plateau flatness coefficient 𝜑0 0 1 –
Plateau hysteresis coefficient 𝛽 0 2 –
Absorption constant 𝐶𝑎 10 5000 1∕s
Desorption constant 𝐶𝑑 10 5000 1∕s
Activation energy for absorption 𝐸𝑎 3 ⋅ 104 5 ⋅ 104 J∕mol
Activation energy for desorption 𝐸𝑑 3 ⋅ 104 5 ⋅ 104 J∕mol
Porosity 𝜖 0.1 0.7 –
Empty density of the MH 𝜌𝑠0 6200 6400 kg∕m3

Initial density of the MH 𝜌𝑠𝑖 6200 6760.1 kg∕m3

Volume of MH 𝑉𝑀𝐻 3 ⋅ 10−4 4.8 ⋅ 10−4 m3

Modification coefficient 𝑘𝑝 0.01 1 –

During this experiment, the evolution of the in temperature, 𝑇 ,
pressure in the pipe, 𝑃𝑝𝑖𝑝𝑒, and flow rate, 𝐹𝑖𝑛, are recorded by the
real-time platform.

The pressure of hydrogen 𝑃 is modeled by the ideal gas law:

𝑃 = 𝜌𝑔
𝑇𝑅
𝑀𝐻2

, (29)

so the initial density of hydrogen 𝜌𝑔(𝑡0) can be calculated by Eq. (29).
Saturated density 𝜌𝑠𝑠 can be calculated by

𝜌𝑠𝑠 = 𝜌𝑠0 +
𝑉𝐻2

⋅ 𝜌𝐻2

𝑉𝑀𝐻 ⋅ (1 − 𝜖)
, (30)

where 𝑉𝐻2
is the maximum volume of hydrogen that can be absorbed

by the tank, i.e. hydrogen capacity and 𝜌𝐻2
is the density of hydrogen

in standard state, which is considered a constant.
The chosen optimization algorithm is the PSO algorithm. The PSO

system comprises a swarm of particles, each representing a potential
solution. These particles traverse the search space with a predetermined
velocity, seeking the optimal solution. Each particle updates its position
in the search space based on its own experience as well as that of
its neighboring particles to find the optimal solution [18]. Before
applying the PSO algorithm to search for an optimal solution, the
range of unknown parameters needs to be determined by experience
or literature to make the final optimal value more reasonable and to
reduce the computation cost. Table 10 lists the lower and upper bounds
for unknown parameters.

To establish the objective function, the normalized mass flow rate,
𝑓𝑖𝑛 (kg∕m3∕s), need to be converted to the flow rate 𝐹𝑖𝑛 (Ln∕min):

𝑖𝑛 =
𝑓𝑖𝑛 ⋅ 𝑉𝑀𝐻 ⋅ 60 ⋅ 22.4

𝑀𝐻2
, (31)

Based on Eq. (10), the model pressure satisfying the experimental
ata 𝑃𝑒𝑥𝑝 can be calculated as

𝑒𝑥𝑝 = 𝑃𝑝𝑖𝑝𝑒 −
𝑓𝑖𝑛

𝑘𝑝 ⋅ 10−5
. (32)

The evaluation criteria used to construct the objective function is
the mean magnitude of relative error (MMRE). Since the variable we
control in the charging process is pipe pressure while in the discharging
process is flow rate, different models should be used. Therefore, the
objective function has two terms and can be defined as follows:

𝐹𝑀𝐻 = 1
𝑁1

⋅
𝑡=𝑁1𝛥𝑡
∑

𝑡=0

|

|

|

|

|

(

𝐹𝑖𝑛(𝑡) − 𝐹𝑖𝑛,𝑒𝑥𝑝(𝑡)
)

𝐹𝑖𝑛,𝑒𝑥𝑝(𝑡)

|

|

|

|

|

+ 1
𝑁 −𝑁1

⋅
𝑡=𝑁𝛥𝑡
∑

𝑡=(𝑁1+1)𝛥𝑡

|

|

|

|

|

(

𝑃 (𝑡) − 𝑃𝑒𝑥𝑝(𝑡)
)

𝑃𝑒𝑥𝑝(𝑡)

|

|

|

|

|

,

(33)

here 𝐹𝑖𝑛,𝑒𝑥𝑝 is the experimental data of flow rate. 𝛥𝑡 is the sampling
nterval, 𝑁1 and 𝑁 are the sampling times of the charge and whole
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xperiment, respectively. This cost function corresponds to the two
rocesses of the experiment: charging and discharging. The first term of
he objective function is the mean magnitude of relative error of flow
ate and the second one is the mean magnitude of relative error of tank
ressure.

It is worth noting that not all parameter combinations, as tuned by
SO within the ranges specified in Table 10, will ensure the smooth
peration of the tank model. Some combinations may lead to negative
ir pressure or density, resulting in simulation interruptions. To avoid
his problem, the range of some model parameters is limited in the
imulation, and the simulation stops when the model pressure exceeds
he range.

Figs. 14 and 15 compare the simulation of the calibrated model and
xperimental data. In the charging process (𝑡 ∈ [0, 3970)), it can be seen

that, at the top of the pressure step curve, there exists a discrepancy
between the pipe pressure 𝑃𝑝𝑖𝑝𝑒 and the tank pressure 𝑃 , and this
pressure difference causes the external gas to flow into the tank, and
then the discrepancy decreases rapidly, causing the curve of the flow
rate to form a spike. In addition, the model does not fit the experimental
data well at the spikes of the flow rate curve. One of the reasons is that
the existing model is not accurate enough to reflect rapidly changing
dynamics. Another reason is the nonzero response time of the sensors
used in the experiment. Fig. 16 shows the comparison of the hydrogen
volume entering the tanks and the result of the calibrated model is close
to experimental data. From the view of the data, it can be calculated
that the simulation errors of flow rate in charge, pressure in discharge
and gas volume of the whole process are 39.3%, 7.6% and 16.3%
respectively.

To verify the validity of the calibrated model under different oper-
ating conditions, another set of experimental data is fitted using the
calibrated model. Since the initial density of MH 𝜌𝑠(𝑡0) is different
under various experimental conditions, the initial density needs to be
estimated when using the calibrated model. 𝜌𝑠(𝑡0) can be obtained from
the PCT curve based on the initial temperature and pressure:

𝜌𝑠(𝑡0) = (1 +𝑤𝑡) ⋅ 𝜌𝑠0. (34)

here 𝑤𝑡 (%) is the mass percentage of hydrogen relative to the alloy
nd it can be obtained from the manufacturer (in our work, 𝑤𝑡 =
.16%).

emark 2. It is assumed that the tank is in equilibrium at the initial
tate, so a rough estimate of the initial density 𝜌𝑠(𝑡0) can be made using
he PCT curve provided by the manufacturer of the tank.

The fitting result is shown in Fig. 17 and the result shows that al-
hough the calibrated model does not fit the experimental data perfectly
nder different operating conditions, in general, the calibrated model
an roughly reflect the trend of the flow rate and pressure.

. Conclusions and future work

In this paper, a two-dimensional state-space model is proposed
y assuming that the tank temperature can be measured. In order
o address the conventional approaches where MH models commonly
onsider the mass flow rate of hydrogen as the system input and
verlook industrial scenarios relying on pipe pressure as the system
nput, the reduced-order model is modified using a pipe model to obtain

reduced-order modified MH tank model. Through defining three
rofiles, sensitivity analysis is performed on the obtained reduced-
rder modified model using the FOTSA method. The results of the
ensitivity analysis show that the entropy change for desorption 𝛥𝑆𝑑 ,
nthalpy change for desorption 𝛥𝐻𝑑 , activation energy for absorption
𝑎, activation energy for desorption 𝐸𝑑 , plateau flatness coefficient 𝜑
nd plateau hysteresis coefficient 𝛽 exhibit higher sensitivities under
onditions involving both charge and discharge. This indicates the
ecessity of selecting reasonable ranges for these parameters during
he model calibration process. Based on the sensitivity analysis, the
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Fig. 14. Comparison of pressure.

Fig. 15. Comparison of flow rate.

Fig. 16. Comparison of hydrogen volume in tanks.
11
Fig. 17. Fitting with another experiment using calibrated model.

reduced-order modified model is calibrated in combination with the
experimental data. Simulation results of the calibrated model show a
good fit to the experimental data and the error of the volume of gas
during charge and discharge is 16.7%. Subsequent work will use the
calibrated model to estimate the SOC of the MH tank and use a three-
dimensional state-space model combined with measured temperatures
to determine the Pareto front for multi-objective optimization.
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