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Abstract

Social robots in public spaces can potentially gather personal data. This leads to privacy concerns
and prompts users to consider whether to disclose their information to the robot during interaction
with the robot. This paper aims to explore the effects of privacy warnings on people’s intentions
to disclose their personal information and their actual disclosure when interacting with a robot in
public spaces. We propose a model to estimate individuals’ disclosure intentions toward a robot and
evaluate the impact of privacy warnings during interaction. We conducted an experiment with more
than 100 participants interacting with a robot to assess the proposed model. Our results indicate that
factors such as risk beliefs, trusting beliefs, perceived enjoyment, and social influence significantly
influence individuals’ intentions to disclose information. In general, a robot equipped with privacy
warnings receives greater acceptance than a robot without privacy warnings, and participants who
receive warnings disclose more low-privacy information. However, there is no significant difference in
disclosure between participants who interacted with a robot with privacy warnings and those who
interacted with a robot without privacy warnings. Overall, disclosure behavior does not significantly
differ between the two groups, suggesting that privacy warnings do not effectively reduce disclosure
information.
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1 Introduction education [4, 5], domestic environments [6, 7], and

public spaces [8-11]. They have been employed
Nowadays, the utilization of social robots has in various application contexts to perform tasks
significantly expanded across diverse application in public spaces, such as museums [12], restau-
domains, including healthcare and therapy [1-3], rants/bars [13, 14], and train stations [15], which



has rapidly increased their acceptance among
users [16, 17].

Social robots that interact with people in pub-
lic spaces can access and collect personal informa-
tion, which raises privacy concerns when disclos-
ing sensitive information [8, 18] and highlighting
the significance of privacy-sensitive robotics [19].
Several studies have investigated factors influenc-
ing the intention to disclose personal information
in various contexts, reporting the significance of
perceived benefits as a positive effect [20-22],
trusting beliefs as a positive impact [8, 23-25],
and risk perceptions as a negative influence [8, 22].
Wang et al. [22] reported the positive and nega-
tive impacts of perceived benefits and perceived
risks, respectively, on disclosure intention, while
Harborth and Pape [24] investigated information
trusting and risk beliefs in a marketing con-
text. Additionally, Song et al. [25] discovered that
factors such as service quality and enjoyment
significantly influence consumers’ willingness to
share information with robots, while Fan et al. [26]
suggested that perceived benefits and subjective
norms shape disclosure intentions.

While the models address the intention to
disclose information and focus on individuals’
willingness to share personal data, technology
acceptance models provide a more comprehen-
sive understanding of user attitudes and behav-
iors regarding adopting new technologies. These
models offer valuable insights into the overall
acceptance and usage patterns of technology. The
initial technology acceptance models [27] focused
on enhancing job performance, and these mod-
els evolved to incorporate factors such as per-
ceived enjoyment [28, 29] and social influence [30].
Subsequent versions integrated additional con-
structs such as perceived behavioral control [31].
Proposed model [32] emphasized key determi-
nants such as performance and effort expecta-
tions, social influence, and facilitation conditions.
Subsequent adaptations have been applied to var-
ious contexts, including elder care [16], revealing
insights into user attitudes and factors affect-
ing technology adoption, such as anxiety and
attitudes toward technology use [1, 33].

Warnings serve multiple purposes, enhancing
safety, influencing behavior, and providing infor-
mation for informed decision-making [34]. Effec-
tive warning labels emphasize noticeable features
and include a clear description of the threat and

its consequences [35]. Studies have shown that
privacy warnings can reduce users’ intentions to
disclose personal information [36-42]. In addi-
tion, mentions of privacy or security threats in
web forms significantly reduce personal informa-
tion disclosure [43, 44], with actionable warnings
giving users greater control over their disclo-
sure. However, some studies have suggested that
privacy warnings may not effectively reduce dis-
closure [45—48] or may even lead to adverse effects,
such as increased disclosure despite warnings [49,
50]. These studies indicate that users often ignore
security warnings, even when explicitly instructed
to pay attention, suggesting that mismatched
perceptions of risk can lead to avoidable risks [47].

The privacy paradox [51, 52| refers to the
perceived inconsistency between people’s stated
privacy concerns and their willingness to dis-
close personal information. Consumers are often
assumed to either not care about privacy or mis-
understand the implications of disclosure, despite
understanding privacy practices through notices.
However,Martin [53] argues that consumers mis-
interpret privacy notices as more protective than
they are, leading to the belief that their privacy
expectations are included in these notices. There-
fore, disclosing information does not mean they
are relinquishing those expectations. Similarly,
the study by Lutz and Tamé-Larrieux [17] found
a privacy paradox in the context of social robots,
where the perceived benefits of these robots over-
came users’ privacy concerns, showing that the
same misinterpretation of privacy assurances can
occur in human-robot interaction (HRI).

Although there is extensive research on HRI
and the social connections between humans and
social robots, the field of HRI is still in its early
stages of addressing privacy concerns and pri-
vacy warnings [19]. Lee et al. [54] investigated
how privacy notices influence users’ willingness to
share data with robots. They found that the way
private information is communicated significantly
affects users’ comfort with disclosure. Recently,
Sakai et al. [55] reported mixed results, revealing
that while robot notifications (without reasons)
did improve the permission rate, the addition
of rationale did not have the expected positive
effect on increasing personal information usage
permissions.



Some studies reported the importance of
designing robots with privacy-sensitive behav-
iors to increase transparency and user comfort
in interactions. Yang et al. [56] found that cer-
tain behaviors of a social robot (MyBom?2), such
as turning away or informing users about video
recording, significantly reduce privacy concerns.
Fernandes et al. [57] addressed privacy concerns
associated with social robots used for elderly and
disabled care, demonstrating that most individu-
als prefer when the robot avoids looking at them
during privacy-sensitive situations, although some
discomfort persists due to the robot’s presence.
The study by Martelaro et al. [58] revealed that
when robots disclosed their vulnerabilities, it fos-
tered a sense of trust and companionship in users.
Similarly, in the context of conversational assis-
tants, Saffarizadeh et al. [59] investigated how
voice-based devices such as Alexa and Siri balance
privacy concerns with self-disclosure.

As previously mentioned, the exploration of
privacy issues within HRI, particularly partic-
ularly in relation to privacy warnings, remains
relatively underdeveloped. To the best of our
knowledge, there is a scarcity of empirical stud-
ies that specifically examine the impact of privacy
warnings on information disclosure in HRI. While
some studies, such as [17], explore privacy in
terms of the intention to use robots, and [25],
discuss the willingness to share information with
sales robots, these works do not directly address
privacy warnings or notifications related to dis-
closing information to robots. To fill this gap, this
study proposes a research model to investigate the
effects of inserting privacy warnings on people’s
intentions to disclose their personal information
and their actual disclosure when interacting with
a robot in public spaces. During interactions with
the robot, users frequently have to decide whether
to disclose their personal information. Those who
prioritize privacy may hesitate to share their infor-
mation with the robot. We propose that a robot
incorporating privacy warnings during interac-
tion will be more accepted than a robot without
privacy warning messages. In addition, partici-
pants who interact with a robot delivering privacy
warnings disclose less information than those who
interact with a robot without privacy warnings.
Therefore, we formulate the following research
questions (RQs):

RQ1: To what extent do ‘risk beliefs’, ‘trust-
ing beliefs’, ‘perceived ease of use’, ‘perceived
usefulness’, ‘perceived enjoyment’, and ‘social
influence’ affect the intention to disclose personal
information to a robot in public spaces?

RQ2: To what extent, if any, does a robot in
public spaces that delivers privacy warning mes-
sages during interactions influence its acceptance
compared to a robot without privacy warnings?

RQ3: To what extent, if any, do participants
interacting with a robot in public spaces delivering
privacy warnings disclose less information than
those interacting with a robot without privacy
warnings?

2 Related Work

This section reviews relevant theories and frame-
works that contextualize the research focus on
models of intention to disclose personal infor-
mation. It also discusses technology acceptance
models adapted for social robots and explores the
impact of privacy warnings on disclosure behavior
particularly within HRI.

2.1 Intention to disclose personal
information

The best-known theory explaining the motiva-
tions behind the behavior is the Theory of Rea-
soned Action (TRA) [60], which links attitudes
to behaviors. The Theory of Planned Behav-
ior (TPB) [61, 62] extends this by incorporating
perceived control, while Privacy Calculus The-
ory [63, 64] suggests that individuals assess risks
and benefits before sharing personal information,
favoring disclosure when the perceived benefits
outweigh the risks.

Numerous studies in the area of disclosing
personal information have utilized the privacy
calculus, TRA, and TPB [8, 20-26]. Malhotra
et al. [23] applied TRA to introduce a causal
model built upon the trust-risk framework. They
revealed that the presence of trust and risk beliefs
can serve as mediators in the relationship between
privacy concerns and the behavioral intention to
disclose personal information. In a study by McK-
night et al. [20], a privacy calculus framework
was introduced for Facebook users, incorporat-
ing privacy concerns, information sensitivity, and
benefits such as perceived usefulness, enjoyment,



and trust. Their findings suggested that certain
factors, such as trusting beliefs, privacy concerns,
and information sensitivity, impact information
disclosure, while others, such as usefulness and
enjoyment, affect continuance intention. Xu et
al. [21] introduced an integrated model incorpo-
rating the privacy calculus and TPB to exam-
ine factors impacting information disclosure on
social networking sites. This model emphasized
the role of perceived benefits and privacy con-
cerns in determining the self-disclosure of personal
information.

Wang et al. [22] found that factors such as
self-presentation and personalized services posi-
tively impact consumers’ perceived benefits, thus
increasing the intention to disclose personal infor-
mation. Conversely, perceived severity and per-
ceived control had a negative effect on this inten-
tion. Harborth and Pape [24] proposed a model for
behavioral intention to use, based on the model
used in [23] to investigate the role of information
trusting beliefs, and risk beliefs in the context
of a marketing service provider. Song et al. [25]
revealed that factors such as service quality, enjoy-
ment, usefulness, representing self-interest, and
trust, which are indicative of social interaction,
were predictors of consumers’ willingness to share
personal information with robots. They found
that service quality and enjoyment were the most
influential factors in determining consumers’ will-
ingness to share personal information. Fan et
al. [26] suggested that intentions to disclose per-
sonal information are shaped by perceived benefits
and subjective norms, while attitudes toward pri-
vacy correlate with perceived risks. The results
of our recent paper [8] demonstrated that risk
beliefs, trust, enjoyment, and social influence play
crucial roles in shaping individuals’ intentions to
disclose personal information. Moreover, although
only 6.2% initially intended to share information,
98% of participants ultimately disclosed their
personal data.

2.2 Technology acceptance models

Cognitive models commonly used to understand
behavior have been applied to investigate the
adoption of new technologies. Similarly, we believe
that adapting such models can assist in examining
the factors impacting users’ intentions to disclose

their personal information to a system, to ensure
user acceptance.

The Technology Acceptance Model
(TAM) [27], is widely used to study how users
accept and adopt new technologies. Later revi-
sions of TAM [28] introduced the concept of
perceived enjoyment to explain long-term sys-
tem use, particularly in both productivity and
pleasure-oriented contexts. Studies [29] have
shown that users are more likely to continue using
a system if they find it enjoyable and useful,
enhancing both job performance and personal
satisfaction. TAM2 [30] extends the original TAM
by incorporating social influence and cognitive
instrumental processes to better explain per-
ceived usefulness, while TAM3 [31] further refines
the model by adding perceived behavioral con-
trol to explain ease of use. These enhancements
offer a more comprehensive understanding of the
acceptance of technology by users.

Venkatesh et al. [32] developed the Unified
Theory of Acceptance and Use of Technology
(UTAUT), focusing on four key determinants of
technology use: performance expectation, effort
expectation, social influence, and facilitation con-
ditions. Later, UTAUT?2 [65] expanded the model
by adding hedonic motivation, price value, and
habit, while accounting for the moderating effects
of factors such as age, gender, and experience on
technology adoption.

Subsequent studies have adapted the UTAUT
model to address specific contexts. For instance,
Heerink et al. [16] introduced the Almere model,
which was designed to evaluate the acceptance
of assistive social agents among elderly users.
Building upon the UTAUT, the Almere model
extends beyond functional evaluation factors such
as perceived usefulness and ease of use, integrat-
ing variables related to social interaction. This
includes new constructs specific to social robots,
such as anxiety and attitudes toward technology
use. The Almere model has been applied and
adapted in elderly care settings employing social
robots [1, 33]. Cobo Hurtado et al. [1] found that
elderly users showed a positive attitude toward
the robot but found it less user-friendly. Although
they perceived it to be highly useful, they also
reported increased anxiety and fewer facilitat-
ing conditions. Another model, RAM-care [33],
extended the Almere model, incorporating per-
ceived compatibility between the use of robots,



personal moral values, and perceived technologi-
cal unemployment. Attitude and enjoyment were
identified as key factors influencing the intention
to use robots.

2.3 Effects of privacy warnings on
information disclosure

Warnings serve as safe communications and are
designed to alert individuals to potential haz-
ards, aiming to prevent or reduce undesirable
consequences [34]. Rousseau and Wogalter [35]
proposed design principles for warning labels,
emphasizing features such as noticeable colors,
left-sided text, and framing to enhance recogni-
tion. Effective labels include "warning” in the
heading, along with a description of the threat
and its potential consequences. According to the
model proposed by Wogalter [34], a warning is
effective when individuals pay attention to it,
understand its content, and influence their atti-
tudes, encouraging them to refrain from revealing
information and engaging in appropriate safety
behaviors.

LaRose and Rifon [36] conducted a study
to analyze the effects of privacy warnings and
privacy seals on self-disclosure intentions and per-
ceived negative consequences on websites. Their
findings indicated that privacy warnings led to
a decrease in users’ intentions to disclose per-
sonal information, whereas privacy seals positively
influenced disclosure intentions without altering
perceptions of negative consequences. Braunstein
et al. [37] conducted three distinct indirect surveys
with users, addressing privacy indirectly through
increasing privacy warnings in instructions and
question-wording. They explored the impact of
privacy warnings on the willingness to share per-
sonal information, revealing the strong effects
of privacy warnings on question wording. These
effects extended not only to users’ reported will-
ingness to share or retrieve sensitive content but
also to their self-reported sharing behaviors.

Carpenter et al. [38] investigated computer-
mediated warnings’ effectiveness in reducing indi-
viduals’ online disclosure behavior during online
attack scenarios. They found that various warning
terms, such as "warning,” "caution,” or “hazard,”
successfully decreased disclosure, with "hazard”
being the most effective. Moreover, warnings were
more effective at reducing the disclosure of driver’s

license numbers than email addresses. In another
study by Carpenter et al. [39], the impact of
warning sources (Google, FBI Cyber Division,
and Department of Justice) on online information
disclosure decisions was assessed, with the FBI
Cyber Division being the most effective source.
Carpenter et al. [40] also confirmed that warning
conditions effectively reduced birth data disclo-
sure compared to a no-warning condition. How-
ever, the authors emphasized the importance of
careful design and testing of warnings for opti-
mal effectiveness in reducing personal information
disclosure.

Krol et al. [43] reported that warnings can
be used to effectively manage personal informa-
tion disclosure on web forms. In addition, men-
tioning privacy or security threats significantly
decreased personal information disclosure. Fur-
thermore, the most effective warnings give the
user greater control, enabling them to choose
which items they want to remove from a web
form. Similarly, Mamonov et al. [44] suggested
that individuals naturally take protective mea-
sures when they are aware of information security
threats and limit the disclosure of sensitive infor-
mation. Moreover, Feri et al. [41] found that data
breach notifications prompt individuals to dis-
close less information to firms, especially if they
are sensitive. Epstein et al. [42] conducted a sur-
vey to evaluate the impact of Terms of Service
(TOS) warnings’ strength and the inclusion of a
click requirement on user disclosure. The results
showed that strong warnings were more effective
than weak warnings in reducing personal disclo-
sures, and the click requirement enhanced the
effectiveness of both weak and strong warnings.
However, the commonly used TOS warning did
not affect disclosure.

In contrast, various studies have indicated that
privacy warnings do not effectively reduce the
disclosure of personal information [45-48], with
some even demonstrating adverse effects [49, 50].
For instance, Wu et al. [45] observed participants
ignoring toolbar warnings despite explicit instruc-
tions to pay attention. Similarly, browser warnings
in studies by Egelman et al. [46, 47] did not
yield positive outcomes, with participants disre-
garding warnings even after multiple exposures.
They concluded that when warnings do not match
the users’ perceptions of risk, they may engage



in avoidable risks [47]. In another experiment
by Krol et al. [48], participants expressed trust
in antivirus software and disregarded security
warnings during PDF file downloads.

In a study on mobile site warnings, Zhang et
al. [49] observed an adverse effect: despite the
presence of security cues indicating the absence
of a trusted security certificate, participants dis-
closed more social media information, including
Facebook friends, Twitter IDs, and followers,
compared to scenarios without the security cue.
Similarly, Junger et al. [50] surveyed 100 users,
requesting various details such as email addresses,
recent purchase lists, online shopping sources,
and partial bank account numbers. Despite warn-
ings, 43.3% revealed banking details, and most
users disclosed information, with privacy warnings
showing no significant impact on disclosure.

A study by Lutz and Tamd-Larrieux [17]
examined how privacy concerns affect user inten-
tions when interacting with social robots. A sur-
vey was conducted to assess the proposed model
and explore various antecedents, revealing that
respondents primarily worried about data pro-
tection by manufacturers, followed by social and
physical privacy concerns.

Although relatively few studies have specifi-
cally examined the role of privacy warnings in
information disclosure within HRI, some research
has begun to address this issue [54, 55]. Lee
et al. [54] explored users’ perceptions of pri-
vacy in interactions with a workplace social robot
(Snackbot). Participants generally accepted data
recording if informed. However, opinions were
divided on accidental recordings, with some being
comfortable if notified, while others expressed
concerns about misuse, such as tracking their loca-
tion. A recent study by Sakai et al. [55] revealed
contradictory results. The authors explored the
use of robot (CommU robot) notifications to
acquire consent for using personal information.
The research focused on developing an interactive
mechanism through dialogue strategies aimed at
making users feel safe when providing data. Two
experiments examined the effects of reminders and
rationale on users’ understanding and willingness
to give consent. Results showed that reminders
improved users’ understanding of data usage,
though they did not significantly enhance feel-
ings of safety or agreement. Additionally, robot
notifications increased the permission rate, while
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Fig. 1: Research model

providing rationale did not significantly impact it,
possibly due to insufficient persuasiveness.

Some studies have examined the impact of
privacy notices on privacy concerns in interac-
tions with social robots. Yang et al. [56] examined
how robot social behaviors—specifically gaze, dis-
tance, and clarity of intent—can reduce privacy
concerns in sensitive situations. Their findings
highlighted that actions such as turning away
or notifying users about video recording effec-
tively alleviate these concerns. In a related study
by Fernandes et al. [57], the findings demon-
strated that most participants prefer when the
robot avoids looking at them in sensitive situa-
tions. Martelaro et al. [58] and Saffarizadeh et
al. [59] found that when robots or conversational
assistants reveal personal details, it builds trust in
users and increases their willingness to share per-
sonal information. The proposed research model
by Saffarizadeh et al. [59] explained how conver-
sational assistants’ self-disclosure influences users’
willingness to share personal information through
cognitive and emotional trust.

3 Research Model and
Hypotheses

In addressing the research questions and objec-
tives of the study, we developed a research model
(see Fig. 1) to estimate users’ intention to disclose
personal information to the robot based on exist-
ing models [20, 23, 25], and a modified version of
the UTAUT model [16, 66].



As illustrated, the Intention To Disclose Per-
sonal Information (ITDPI) is a dependent con-
struct. Six drivers are considered antecedents of
intention to disclose personal information: trust-
ing beliefs, risk beliefs, perceived benefits (integra-
tion of perceived usefulness and perceived enjoy-
ment), perceived ease of use, and social influence.
Risk beliefs and perceived usefulness are assigned
a mediating role. We describe the constructs and
the associated hypotheses as follows:

Risk Beliefs (RB)
It refers to users’ expectations of losses asso-
ciated with the disclosure of personal informa-
tion [21-23, 26]. Based on the theory of privacy
calculus, users perform calculations to balance
perceived benefits and perceived risk during per-
sonal information disclosure [63]. Individuals who
are worried about information disclosure are con-
cerned about who might access their personal
information [23]. Therefore, beliefs about poten-
tial risks associated with experience negatively
influence the intention to disclose personal infor-
mation [22, 23, 63]. In other words, when users
perceive greater risks, they will have lower inten-
tions to disclose personal information. Therefore,
we propose the following:

e H1: Risk beliefs negatively influence the

intention to disclose personal information.

Trusting Beliefs (TB)
It refers to the degree to which users believe
the robot is protecting their personal informa-
tion [23-25]. According to [23, 24], increased trust
in an online company reduces the expectation of
risks associated with sharing personal informa-
tion. Therefore, trusting beliefs play a significant
role in predicting personal information disclosure
between humans and robots, leading to a positive
effect on the intention to disclose personal infor-
mation [23, 25, 67]. Furthermore, several studies
have found that risk mediates the impact of trust
on consumer purchase intentions [68, 69] and the
intention to disclose personal information [23, 24]
through a negative relationship. Therefore, we can
expect the following:

e H2: Trusting beliefs positively influence the

intention to disclose personal information.
e H3: Trusting beliefs negatively influence risk
beliefs.

e H4: Trusting beliefs indirectly affect the
intention to disclose personal information,
which is mediated by risk beliefs.

Perceived Benefits (PB)

Privacy calculus proposes that when consumers
are asked to disclose personal information, they
will conduct a risk-benefit analysis to evaluate
the benefits they will receive in return for disclos-
ing information [63]. Perceived benefits refer to
the expected returns from information disclosure,
such as financial incentives [70], entertainment
[20], customized and personalized services [22, 25,
71], and social connections [21], motivating con-
sumers to trade off some level of privacy. Numer-
ous studies have demonstrated the significant
influence of perceived benefits on personal infor-
mation disclosure, showing a positive relationship
between users’ perceived benefits and their inten-
tions to disclose personal information [21, 22, 25,
26]. Additionally, recent findings [17] have iden-
tified a robot privacy paradox, suggesting that
users’ privacy concerns regarding social robots can
be overridden by perceived benefits, even when
privacy risks with institutions such as robot man-
ufacturers are high. This implies that emphasizing
the benefits of social robots may reduce privacy
concerns in sensitive situations. In our study, we
focus on two primary benefits associated with
social robots: perceived enjoyment and perceived
usefulness [25, 66].
¢ Perceived Usefulness (PU)

It refers to the degree to which a user per-
ceives a product as effective and beneficial in
improving performance [16]. Perceived use-
fulness has been extensively studied across
different contexts, including social networks,
social robots, and computer-mediated envi-
ronments [16, 25, 66]. In social networks,
for instance, sharing information enhances
the network’s effectiveness and productivity,
suggesting that limiting access to personal
information may reduce its usefulness. There-
fore, perceived usefulness can increase the
intention to disclose personal information.

¢ Perceived Enjoyment (PENJ)

It refers to the pleasure someone feels
when using a product, independent of its
anticipated performance consequences [29].
Enjoyment is a significant reason people use



social robots [16, 66]. Studies indicate that
enjoyment can lead to increased disclosure
of personal information on social networks,
as users derive pleasure from sharing their
activities and interests [72]. Similarly, when
users find interactions with robots enjoyable,
they are more likely to engage in informa-
tion disclosure activities and interact with
them [25].
Therefore, we propose the following:

e H5: Perceived usefulness positively influ-
ences the intention to disclose personal infor-
mation.

e H6: Perceived enjoyment positively influ-
ences the intention to disclose personal infor-
mation.

Perceived Ease of Use (PEOU)

It is defined as the degree to which a user
believes that using a product will require minimal
effort [16]. Perceived ease of use, can affect per-
sonal information disclosure. Given the novelty of
robotic technology, users may perceive interact-
ing with a robot as challenging [16]. Therefore, if
interaction with the robot is intuitive and does
not require advanced skills, users are more likely
to engage with it [1, 16], thus increasing its per-
ceived usefulness [16, 66] and the intention to
disclose personal information [25]. Furthermore,
similar to many prior studies, perceived ease of
use might indirectly influence the intention to dis-
close personal information, mediated by perceived
usefulness through a positive relationship [16, 66].
Thus, we propose the following:

e HT7: Perceived ease of use positively influ-
ences the intention to disclose personal infor-
mation.

e HS: Perceived ease of use positively influ-
ences perceived usefulness.

e H9: Perceived ease of use will indirectly
affect the intention to disclose personal infor-
mation, which is mediated by perceived use-
fulness.

Social Influence (SI)

It derives from a concept known as the subjective
norm, which concerns how social factors are per-
ceived to affect an individual’s decision to engage
in a particular action [62]. This component was

incorporated into the UTAUT model [32], indi-
cating the extent to which an individual considers
their social environment when adopting a new
system. Additionally, in the Almere model [16],
it reflects individuals’ perceptions that significant
others believe they should or should not use the
system. Since social robots are not yet widely
adopted, their usage is likely to be encouraged
within supportive communities. Therefore, indi-
viduals in social networks that favor robot usage
are more likely to demonstrate a willingness to
adopt this technology [17].

We considered specific factors within the social
influence construct, including 1) the influence of
friends and peers regarding the adoption of the
robot, 2) the desire to be viewed positively by oth-
ers when using the robot, and 3) the significance
of respected individuals’ opinions in shaping one’s
willingness to adopt the robot.

Several research studies have revealed a posi-
tive correlation between social influence and the
intention to disclose personal information [26],
especially when motivated by perceived benefits
such as financial incentives [70]. Therefore, we can
anticipate:

e H10: Social influence positively influences
the intention to disclose personal informa-
tion.

3.1 Hypotheses of RQ2 and RQ3

The primary objective of the study is to explore
the effects of delivering privacy warnings on peo-
ple’s intentions to disclose their personal infor-
mation to the robot and their actual disclosure
during interaction with the robot.

Several studies have indicated that privacy
warnings do not significantly impact trust [39,
48]. In an experiment involving warnings before
downloading a PDF file, the majority of par-
ticipants disregarded the warnings and trusted
the antivirus program [48]. Moreover, the study
by Carpenter et al. [39] revealed that the most
trusted source of warning may not be the most
effective for disclosure, suggesting that effective
warnings should be evaluated based on disclosure
outcomes rather than individuals’ perceptions of
trust alone. Studies by Wu et al. [67] and Liu
et al. [73] have shown significant relationships
between privacy notices and trust. Wu et al. [67]
proposed that integrating privacy notices into



company website designs can enhance trust lev-
els and customers’ willingness to provide personal
data. Pan and Zinkhan [74] discovered that in
high-risk scenarios, consumers perceive greater
trust when online privacy notices are present com-
pared to when they are absent. According to the
findings in Wogalter et al. [34], social influence
represents an external factor linked to warnings,
potentially influencing system usage. Observing
others paying attention to a warning increases
the likelihood of individuals attending to it them-
selves [34], which can affect their intention to
disclose information.

In addition, the review in Section 2.3 con-
firms that privacy warnings reduce users’ inten-
tions to disclose personal information. LaRose and
Rifon [36] found that privacy warnings heighten
perceptions of privacy risks associated with infor-
mation usage and decrease user disclosures on
websites. Braunstein et al. [37] found that pri-
vacy warnings strongly influenced users’ willing-
ness to share personal information, affecting both
the phrasing of questions and their self-reported
sharing behavior.

Since our sample size is relatively small
(approximately 55 individuals per group), an
exploratory (non-conclusive) study is proposed at
this stage. Therefore, to address RQ2, the follow-
ing hypotheses are Working Hypotheses (WH) as
proposed:

e WHI1: The RB is a more influential
antecedent of the ITDPI for participants who
interact with the robot that delivers privacy
warnings than for those who interact with the
robot without privacy warnings.

e WH2: The TB is a more influential
antecedent of the ITDPI for participants who
interact with the robot that delivers privacy
warnings than for those who interact with the
robot without privacy warnings.

e WH3: TB is a more influential antecedent
of the RB for participants who interact with
the robot that delivers privacy warnings than
for those who interact with the robot without
privacy warnings.

e WH4: The PU is a more influential
antecedent of the ITDPI for participants who
interact with the robot that delivers privacy
warnings than for those who interact with the
robot without privacy warnings.

WH5: The PENJ is a more influential
antecedent of the ITDPI for participants who
interact with the robot that delivers privacy
warnings than for those who interact with the
robot without privacy warnings.

WH6: The PEOU is a more influential
antecedent of the ITDPI for participants who
interact with a robot that delivers privacy
warnings than for those who interact with the
robot without privacy warnings.

WHT7: The PEOU is a more influential
antecedent of the PU for participants who
interact with a robot that delivers privacy
warnings than for those who interact with the
robot without privacy warnings.

WHS8: The SI is a more influential
antecedent of the ITDPI for participants who
interact with the robot that delivers privacy
warnings than for those who interact with the
robot without privacy warnings.

WHY9: Participants who interact with the
robot that delivers privacy warnings will
intend to disclose their information less than
those who interact with the robot without
privacy warnings.

Findings from Carpenter et al. [38, 39] sug-
gested that detailed consequence descriptions
can evoke emotional responses, increase risk
perception, and discourage users from dis-
closing excessive personal information online.
In a subsequent work [40], the authors
emphasized the importance of crafting cus-
tomized warning messages to enhance pri-
vacy protection. Krol et al. [43] revealed
that when users are given more control over
what data to share, privacy warnings or
security threats significantly reduce personal
information disclosure. Mamonov et al. [44]
found that users naturally take protective
actions when aware of security risks, while
Feri et al. [41] highlighted the impact of
data breach notifications in reducing sensi-
tive disclosures. Epstein et al. [42] further
demonstrated that strong Terms of Service
warnings and click requirements effectively
decrease personal disclosures.

Moreover, while research on the impact
of privacy warnings in HRI is limited, a
study by Lee et al. [54] found that par-
ticipants generally accepted data recording
by the Snackbot if informed, though views



on accidental recordings were mixed, with
some users comfortable with notifications
and others concerned about potential misuse.
Therefore, to address RQ3, we propose the
following working hypothesis:

¢ WHI10: Participants who interact with the
robot that delivers privacy warnings will dis-
close their information less than those who
interact with the robot without privacy warn-
ings.

4 Research Methodology

To assess the research questions, we deployed two
scenarios on a social robot (ARI)!: showing a rec-
ommended list of restaurants (Scenario 1) and
taking a selfie with the robot (Scenario 2), in
which the participants interacted with the robot
and responded to the questions related to each
scenario. In further detail, in Scenario 1, the robot
asks questions related to the type and theme of the
restaurant the participants would prefer, whether
they follow a special diet, have food allergies,
or are accompanied by family members or indi-
viduals with disabilities. After answering these
questions, the robot provides restaurant recom-
mendations based on the responses. In Scenario
2, the robot inquires about participants’ social
network usage, their favorite social networks, and
whether they would like to take a selfie with the
robot and share it on their profiles.

The questions of each scenario were catego-
rized into three privacy levels: low, medium, and
high. This categorization was based on the guide-
lines from the Furopean Commission regarding
sensitive information [75]. We classified ques-
tions that, for instance, inquire about specific
dietary restrictions, allergies, or personal situa-
tions related to disabilities as high privacy due
to their sensitive nature. Questions considered to
have medium privacy include inquiries such as
"How much do you spend on each meal?’ or "THow
much time do you usually spend on social net-
works per day?’ In contrast, questions like "Are
you interested in social networks?’ or "What type
of theme would you prefer?’ were classified as low
privacy.

Participants were divided into two groups: the
study group and the control group. The study

Lhttps://pal-robotics.com/robots/ari/
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Fig. 2: A participant interacting with the robot

group received privacy warnings before each high-
privacy-level question, while the control group
did not receive any warnings. Fig. 2 depicts
a participant interacting with the robot while
responding to the scenario questions. The sce-
nario questions and a video of the interaction
with the robot are available at: https://www.iri.
upc.edu/groups/perception/#SecuRoPS. Further
details about the procedure are outlined in the
following subsection.

4.1 Procedure and setting

The experimental procedure of this study consists
of three primary phases: Pre-Interaction, Interac-
tion, and Post-Interaction, as illustrated in Fig. 3
and described below.

During the Pre-Interaction phase, participants
received information about the research project,
its objectives, and procedures, and were requested
to sign a consent form. The estimated duration
for this phase is approximately 5 minutes. In
the Interaction phase, participants answered ques-
tions via the robot’s touch screen, with the study
group receiving a privacy warning before each


https://www.iri.upc.edu/groups/perception/#SecuRoPS
https://www.iri.upc.edu/groups/perception/#SecuRoPS

Pre-Interaction Tnteraction Post-Interaction

-®

Fill out the questionnaire

‘What type of restaurant would you like .
to go?

fon of the answers (¢.g.
s st-food) through
touchsereen of the robot

Fig. 3: Overview of the three-phase study proce-
dure

Table 1: Demographic profile of the participants

Variable Description Frequency Percentage
Female 53 46.9
Gender Male 58 51.3
Prefer not to say 2 1.8
18-24 5 4.4
Age 25-34 17 15.0
35-44 36 31.9
45-54 44 39.0
More than 54 11 9.7

high-privacy-level question. This phase also lasted
approximately 5 minutes per participant. Finally,
in the Post-Interaction phase, participants com-
pleted a questionnaire involving factors affecting
their intention to disclose personal information,
with an estimated duration of approximately 10
minutes per participant.

The experiment took place at the public
science festival (16a Festa de la Cieéncia) in
Barcelona. The event was open and free to the
general public, and participation in our experi-
ment was available to all visitors over the age of
18. We collected data from those who were inter-
ested and voluntarily participated, totaling 113
individuals by the end of the festival. The demo-
graphic details of the participants are outlined in
Table 1.

4.2 Measurement development

We employed a questionnaire comprising 32 state-
ments to evaluate participants’ intentions to
disclose personal information. These statements
formed eight constructs and were rated on a
7-point Likert scale ranging from (1) strongly dis-
agree to (7) strongly agree, drawn from various
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sources [16, 22, 23, 66, 71]. Details of the con-
structs, their items, and their sources are outlined
in Table 2.

To determine the participants’ actual disclo-
sure of personal information, we collected their
responses and computed a metric named the
Disclosure Index (DI) for the total number of
questions answered by each participant. In addi-
tion, we should note that some questions followed
a hierarchical format, meaning the subsequent
questions for each participant may vary depending
on their responses. For instance, if a participant
answered ”yes” to the question "Is there any food
that you have an allergy to?”, the following ques-
tion would ask them to specify the food. If the
answer was ’"no,” the conversation would move
to another topic, such as restaurant preferences.
Therefore, the total number of questions pre-
sented to each participant can differ from others.
Hence, we define DI as follows:

o )
where NAQ indicates the total Number of
Answered Questions for each participant, whereas
TAQ denotes the Total number of Asked Ques-
tions by the robot for each participant.

Similarly, we computed three metrics for each
category of questions individually: DI_L (Disclo-
sure Index for low privacy), D_-M (Disclosure
Index for medium privacy), and DI_H (Disclosure
Index for high privacy). These metrics represent
the ratio of the number of answered questions
by the participant in each privacy category to
the total number of questions asked by the robot
for each participant within the corresponding
category.

DI =

5 Experimental Results

In this section, we examine users’ intentions to
disclose personal information by assessing our pro-
posed research model using data collected from
participants’ responses to the questionnaire. We
assess the psychometric properties of dimension-
ality, reliability, and validity of the questionnaire
(Subsection 5.1). Next, we evaluate the overall
structural model and compare models between the
study and control groups, addressing the valid-
ity of our hypotheses in Subsections 5.2 and 5.3.
Finally, we analyze participants’ actual disclosure



Table 2: Constructs and items of the questionnaire

Construct Items Code Source
Risk Beliefs (RB) * Providing the robot with personal informa- RB1 [71]
tion would involve many unexpected prob-
lems.
e It would be risky to give personal informa- RB2
tion to the robot.
* There would be a high potential for loss in RB3
disclosing my personal information to the
robot.
Trusting Beliefs (TB) * I think the robot is trustworthy in handling TB1 [23]
information.
e [ think robot tells the truth and fulfill TB2
promises related to information provided by
me.
e I trust that the robot would keep my best TB3
interests in mind when dealing with informa-
tion.
e [ think the robot is in general predictable TB4
and consistent regarding the usage of infor-
mation.
e I think the robot is honest with users when TBb5
it comes to using the provided information.
Perceived Usefulness (PU) * I think the robot is useful to me. PU1 [16, 66]
¢ It would be nice to use the robot for booking PU2
from a restaurant.
¢ I think the robot can be used to book from PU3
a restaurant and do other things.
Perceived Enjoyment (PENJ) It is fun to talk to the robot. PENJ1 [16, 66)
e It is fun to do things with the robot. PENJ2
e The robot looks enjoyable. PENJ3
* The robot seems charming. PENJ4
e The robot seems boring. PENJ5
Perceived Ease of Use (PEOU) ¢ Iimmediately learned how to use the robot. ~PEOU1 [16, 66]
e The robot seems easy to use. PEOU2
e [ think I can use the robot without any help. =~ PEOU3
e [ think I can use the robot with someone’s PEOU4
help.
e [ think I can use the robot if I have some PEOUb

good instructions.

Continue on next page
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Table 2:

Constructs and items of the questionnaire (continued)

Construct

Items

Code Source

Social Influence (SI)

e [ think my friends would like me to use the

robot.

I think it would give a good impression if I
use the robot.

I think that people whose opinion I value
would look favorably upon me using the
robot.

ST [16, 66]
SI2

SI3

Intention To Disclose Personal
Information (ITDPI)

I am likely to disclose my personal informa-
tion to the robot.
I am willing to disclose my personal informa-
tion to the robot.
Disclosing my personal information to the

ITDPII  [22)
ITDPI2

ITDPI3

robot for its services is unlikely for me.

of personal information based on their responses
during the interaction (Subsection 5.4).

5.1 Psychometric characteristics

We assessed the psychometric characteristics of
dimensionality, reliability, and wvalidity of the
constructs using the average variance extracted
method [76] as demonstrated in Table 3.

The Average Variance Extracted (AVE) mea-
sures the extent to which a group of items within
a construct aligns with the concept it intends
to measure. It assesses whether the variance
explained by these items surpasses the associated
error variance. An AVE value exceeding 0.50 sig-
nifies satisfactory convergent validity. As demon-
strated in Table 3, all the constructs met this
criterion. Another metric, Composite Reliability
(CR) and Cronbach’s alpha (Alpha), assesses the
consistency with which a group of items within a
construct measures the same concept. They sig-
nify the effectiveness of these items in measuring
the construct, with a value ideally exceeding 0.70,
as depicted in Table 3. Factor loading, another
metric, measures the correlation between an item
and a construct, revealing how effectively the
item reflects or is linked to the underlying con-
struct. It indicates the strength and direction of
this relationship, with each item having a value
ideally exceeding 0.60 [77]. Moreover, T repre-
sents the ratio of the variance in means to the
standard deviation of the variance in means, to

13

determine the statistical significance of the vari-
ance between a sample mean and a population
mean. As depicted in Table 3, all factor loading
values surpassed 0.6, while T exhibited a signifi-
cantly high value in accordance with the existing
literature [77].

Table 4 presents the discriminant validity of
the quality dimensions, assessed using AVE [76].
This indicates that a construct should have more
variance in common with its indicators than with
other constructs in the model. This is confirmed
when the square root of the AVE for each con-
struct (represented on the diagonal of the matrix)
is greater than its correlation with the other con-
structs (represented by the remaining values of
each row). The findings in Table 4 support this
criterion.

5.2 Results of the general structural
model

We utilized Structural Equation Modeling (SEM)
to examine the intention to disclose personal infor-
mation, assessing the psychometric properties of
the items, model modifications, causal connec-
tions between constructs, and hypotheses. This
involved estimating an SEM model using variance
and covariance matrices through Maximum Likeli-
hood Estimation (MLE) with EQS6 [78]. In other
words, the SEM determines the impact of various



Table 3: Analysis of the dimensionality, reliability, and validity of the items.

Factor T Mean SD
loading

Risk Beliefs (AVE: 0.66; CR: 0.82; Alpha: 0.78)

RB1 0.7 2.97 4.15 1.73
RB2 0.88 5.47 4.46 1.73
RB3 0.74 3.72 3.80 1.67

Trusting Beliefs (AVE: 0.66; CR: 0.88; Alpha: 0.88)

TB1 0.64 5.65 5.04 1.45
TB2 0.79 8.25 5.27 1.43
TB3 0.86 8.54 5.39 1.42
TB4 0.81 8.10 5.21 1.33
TB5 0.76 8.11 5.27 1.41

Perceived Usefulness (AVE: 0.66; CR: 0.82; Alpha: 0.87)

PU1 0.77 9.38 4.72 1.59
PU2 0.83 10.18 5.41 1.71
PU3 0.74 7.12 5.69 1.59
Perceived Enjoyment (AVE: 0.71; CR: 0.91; Alpha: 0.90)
PENJ1 0.86 12.45 4.89 1.82
PENJ2 0.80 10.00 5.19 1.58
PENJ3 0.75 6.87 5.66 1.44
PENJ4 0.86 11.52 4.94 1.82
PENJ5 0.79 12.46 4.48 1.83

Perceived Ease of Use (AVE: 0.66; CR: 0.88; Alpha: 0.874)

PEOU1 0.69 5.00 6.21 1.27
PEOU2 0.73 5.27 6.11 1.45
PEOU3 0.79 6.75 6.08 1.43
PEOU4 0.87 9.54 5.55 1.01
PEOU5 0.78 9.25 6.04 1.16

Social Influence (AVE: 0.64; CR: 0.81; Alpha: 0.80)

S11 0.79 8.88 4.96 1.46
SI2 0.64 6.16 4.53 1.49
SI13 0.85 11.40 4.95 1.63

Intention to Disclose Personal Information (AVE: 0.82; CR: 0.93; Alpha: 0.92)

ITDPI1 0.9 14.75 4.27 1.78
ITDPI2 0.91 14.66 4.16 1.77
ITDPI3 0.89 13.12 4.28 1.58
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Fig. 4: General structure model

Note: ns denotes no significance, * denotes p < .05,
** denotes p < .01, *** denotes p < .001

constructs on their corresponding dependent vari-
ables. Fig. 4 illustrates the causal relationships
among the constructs in the general model.

The respective goodness-of-fit (R?) values
were 0.008 for RB, 0.173 for PU, and 0.203 for
ITDPI. Among the relationships in the general
model, five out of ten reached statistical sig-
nificance (p < .05), confirming hypotheses HI,
H2, H6, H8, and H10 (refer to Table 5). How-
ever, three relations (T'B — RB; = —0.036),
(PU — ITDPI; g = —0.231), and (PEOU —
ITDPI; f§ = —0.211) did not achieve statisti-
cal significance. Hence, hypotheses H3, H4, H5,
H7, and H9 are rejected. In addition, while PEOU
(8 = 0425, p < .001) has the highest weight
value, it cannot be considered an influential con-
struct. Thus, RB (8 = —0.332, p < .001) was
the most influential construct directly influencing
ITDPI, followed by TB (8 = 0.251, p < .05) and
SI (8 =0.236, p < .05).

5.3 Results of groups models

Fig. 5 and Fig. 6 illustrate the causal relationships
among the constructs in the control and study
groups, respectively. The R? values obtained align
with the sample sizes: R? = 0.378 for the ITDPI
in the study group and R? = 0.083 for the ITDPI
in the control group. Notably, when the robot
was equipped with privacy warnings, the R? val-
ues significantly increased to explain the ITDPI
(Rgtudyfgroup - R?:ontrolfgroup = 0295)’ of which

29.5% of the variance was explained. Additionally,
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after applying Fisher’s transformation and assess-
ing the difference in correlations, we determined
that this difference was statistically significant
(z = 1.655, p < .05). Thus, it can be inferred
that delivering privacy warnings by the robot
enhances its predictive power in explaining accep-
tance compared to when no privacy warnings are
delivered.

Furthermore, the results reveal that, in the
control and study groups’ models, three and five
relationships, respectively, achieved statistical sig-
nificance (p < .05). Both models demonstrated
significant relationships for RB — ITDPI and
PEOU — PU, while TB — RB, PEOU —
ITDPI, and PU — ITDPI did not reach sta-
tistically significant. However, in terms of rela-
tionship weights, within the control model, the
highest value was observed for PEOU mediated
by PU (8 = 0.475, p < .001), it did not emerge
as the most influential construct. Thus, for par-
ticipants interacting with a robot without privacy
warnings, the ITDPI was primarily influenced
by SI (8 = 0.275, p < .05), followed by RB
(8 = —0.269, p < .05). Conversely, when par-
ticipants interacted with a robot equipped with
privacy warnings, their intention to disclose per-
sonal information was influenced mainly by RB
(8 = —0.418, p < .001), followed by TB (8 =
0.364, p < .01), and PENJ (8 = 0.231, p < .05).

In line with our proposed working hypothe-
ses outlined in subsection 3.1, when the robot
is equipped with privacy warnings, TB and
PENJ demonstrate greater discriminatory effects
on ITDPI compared to a robot without privacy
warnings, indicating potential support for WH2
and WHb5. However, contrary to our expectations
for working hypothesis WH7, when participants
interacted with a robot without privacy warnings,
PEOU had a greater influence on PU (PEOU —
PU) than when privacy warnings were present.
For WHI1, the value of RB — ITDPI for the
study group exceeded that of the control group;
however, due to insufficient sample size, WH1 does
not, seem to be accepted. Furthermore, since the
relationships TB — RB, PU — ITDPI, and
PEOU — ITDPI did not achieve significance in
either group, hypotheses WH3, WH4, and WH6
were rejected. Finally, WHS8 was also rejected, as
the SI did not reach statistical significance for the
study group.



Table 4: Discriminant validity.

RB TB PU PENJ PEOU SI ITDPI
RB 0.81
TB 0.05 0.81
PU 0.02 0.63*** 0.81
PENJ -0.10 0.54***  0.53*** 0.84
PEOU -0.23* 0.61*** 0.50*** 0.36** 0.81
SI -0.10 0.49***  0.54*** 0.55"** 0.33* 0.80
ITDPI —-0.50"** 0.10 0.02 0.18 -0.16 0.27* 091
Table 5: Hypotheses validation for general model
Hypothesis Independent variable Dependent variable Beta' T Result
H1 RB ITDPI —0.332***  -3.856 v
H2 TB ITDPI 0.251* 2.328 v
H3 B RB 0.036(ns) -0.376 X
H5 PU ITDPI 0.231(ns) -1.847 X
H6 PENJ ITDPI 0.232* 1.996 v
H7 PEOU ITDPI -0.211(ns) -1.751 X
HS8 PEOU PU 0.425*** 4.940 v
H10 SI ITDPI 0.236* 2.098 v
-0.006 (ns) -0.092 (ns)
Trusting (T=0042) | Risk Beliefs Trusting (1=0.059) Risk Beliefs
Beliefs "l R=-0.018 Beliefs R?*=-0.009
-0.039 (ns) ™ 0.418"
PercsifvlejgleEase ‘2‘3?1% 5(;12)) (T=-0.196) #3-62%55) PercsifvacsleEase (3:18122(28)) 2%3:6;476) ((%:}5578)
0475 0.373"
l (T=3971) (T=2.980)
- -0.093 (ns) - -0.20 (ns)
IIJ)seerfClTllr‘::sds (02 Intention to Disclose [Ij)seerfcji;:i (T=-1267) Intention to Disclose
R?=0.212 0.057 (ns) Personal Information R2=0.123 s Personal Information
(T=0305) R’= 0.083 el R>=0.378
Perceived Perceived
Enjoyment Enjoyment
0.275" 0.096 (ns)
Social (T=1.978) Social (T=0.608)
Influence Influence

Fig. 5: Control model

Note: ns denotes no significance, * denotes p < .05,
** denotes p < .01, *** denotes p < .001

5.4 Results of the disclosure

In this section, we examine the participants’ inten-
tions to disclose personal information to the robot
in both groups (WH9) and assess whether there
are differences in the actual disclosure between

Fig. 6: Study model

Note: ns denotes no significance, * denotes p < .05,
** denotes p < .01, *** denotes p < .001

participants who are interacting with a robot
delivering privacy warnings and those who are
interacting with a robot without privacy warnings
(WH10). To achieve this, we utilized the question-
naire results to evaluate the ITDPI and computed
measures such as DI, DI_L, DI_.M, and DI_H to
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assess the actual disclosure, as outlined in Section
4.2

The average values of the measurements are
depicted in Fig. 7. According to the results of the
ANOVA single factor test, although the average
value of the ITDPI for participants interacting
with the robot equipped with privacy warnings
(Mstuay = 4.11, 95% CI=[3.89, 4.34]) is slightly
less than that for those interacting with the robot
without privacy warnings (Meontror = 4.17, 95%
CI=[3.84, 4.50]), this difference did not reach sta-
tistical significance (F' = 0.08, p = .78). Hence,
the findings suggest that participants who interact
with the robot delivering privacy warnings do not
exhibit a reduced intention to disclose their infor-
mation compared to those who interact with the
robot without privacy warnings, which contradicts
WH9.

Regarding the DI values, there was statistical
significance in terms of the DI_L between partici-
pants who interacted with the robot with privacy
warning messages and those who interacted with
the robot without privacy warning (Mstudy
0.89, 95% CI [0.87,0.91] vs. Meontrol
0.95, 95% CI = [0.94,0.97], F = 29.36, p <
.001). However, we did not find statistical sig-
nificance in the DI (Msuay = 1.0, 95% CI
[1.0,1.0] vs. Meontrol 0.995, 95% CI
[0.99,1.0], F =1.47, p = .23), DI.M (Mstuay
0.87, 95% CI [0.85,0.89] vs. Meontrol
0.87, 95% CI = [0.85,0.89], F = 0.004, p
.95), and DILH (Mgtuay = 0.59, 95% CI
[0.55,0.63] vs. Meontror = 0.56, 95% CI
[0.52,0.60], F = 0.91, p = .34). Overall, how-
ever, the results show that the (DI.L) for the
study group is less than the (DI_L) for the control
group, and the (DI and DI_M) for both groups are
almost equal. It seems that the participants who
interact with the robot with privacy warnings do
not disclose their information less than those who
interact with the robot without privacy warnings,
suggesting that WH10 is not supported.

6 Discussion and Conclusion

In this paper, we explored how privacy warn-
ings can impact people’s intentions to disclose
their personal information when interacting with
a robot in public spaces and assessed their actual
disclosure behavior. As prior research has not
extensively covered this area, we proposed a model
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Fig. 7: The average value of the measurements

to estimate the users’ intention to disclose per-
sonal information to the robot based on existing
models [20, 23, 25] and a modified version of
the UTAUT model [16, 66] (see Section 3). The
robot was deployed to provide two scenarios to
the participants: showing a recommended list of
restaurants and taking a selfie with the robot.
We conducted our experiment on 113 participants
in two groups, one interacting with a robot with
privacy warnings and another interacting with a
robot without privacy warnings at a public science
festival.

To address RQ1 and based on the proposed
estimation model, the intention to disclose per-
sonal information serves as the dependent con-
struct, determined by six constructs: trusting
beliefs, risk beliefs, perceived usefulness, perceived
enjoyment, perceived ease of use, and social influ-
ence. The experimental findings revealed varia-
tions in the impacts of the constructs on their
respective dependent constructs, identifying those
that attained statistical significance, the direction
of their influence (positive or negative), and their
weight values. In the general structural model
(SEM), RB was identified as the most influential
construct, exhibiting a negative value that con-
firmed hypothesis H1. This finding is in line with
the studies [22, 23, 63]. RB displayed an interme-
diate weight, which was more relevant than that
in [22, 63], but less relevant than that in [23].
Nonetheless, the studies [21, 24, 26, 70] did not
achieve significant results for the same construct.
TB is identified as the second most influential con-
struct, confirming hypothesis H2. Its weight aligns
with findings in [23], although it is lower than that
reported in [63]. Nonetheless, TB did not reach
statistical significance in [24, 70], and it achieved
a negative weight as reported in [20]. Moreover,



the findings revealed that TB did not affect RB,
thus H3 and H4 were rejected. Neither PEOU nor
PU influenced ITDPI, resulting in the rejection of
hypotheses H5 and H7, which aligns with findings
from the studies [20, 25]. However, PU played a
mediating role between PEOU and ITDPI, align-
ing with findings from [16, 66], and supporting
hypothesis H8. In addition, PENJ, another influ-
ential construct with a positive weight, supports
hypothesis H6, which aligns with the results of the
studies [25, 72]. It should be noted that PENJ did
not reach statistical significance in [20]. Another
influential construct, SI, supports hypothesis H10,
as confirmed by the results reported in studies [26,
70]. However, studies such as [21, 79] indicated
that SI did not reach statistical significance.

To address RQ2, we examined the structural
models of the study and control groups. The find-
ings revealed a significantly greater R? value for
ITDPI when the robot delivered privacy warn-
ings during the interaction, suggesting a 29.5%
improvement in predictive power compared to
when no privacy warnings were presented. Accord-
ing to the structural models of the two groups and
to address our working hypotheses, we found that
participants who interacted with a robot equipped
with privacy warnings perceived a greater level of
risk than did those who interacted with a robot
without privacy warnings, which aligns with find-
ings from [36, 38]. However, due to the insufficient
sample size, WH1 does not seem to be supported.
In addition, we found that a robot delivering pri-
vacy warnings applied more TB, consistent with
the studies [67, 73, 74] and was perceived as more
enjoyable than a robot without privacy warnings,
potentially supporting WH2 and WH5. Moreover,
relationships involving PEOU and PU ITDPI, as
well as TB with RB, did not reach statistical
significance in either model, indicating a lack of
support for WH3, WH4, and WH6. Contrary to
our expectations outlined in WHY7, when partic-
ipants interacted with a robot without privacy
warnings, PEOU had a greater influence on PU
than in situations where privacy warnings were
present, suggesting a lack of support for WH?7.
Furthermore, SI seemed to influence only those
participants who interacted with a robot with-
out privacy warnings, contradicting the findings
of [34], and thus failing to support WHS8. There-
fore, concerning RQ2, it can be concluded that
a robot equipped with privacy warnings led to
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a greater overall acceptance among participants
than a robot without privacy warnings.

However, for RQ3, the average ITDPI val-
ues for participants interacting with the robot
equipped with privacy warnings were slightly
lower than those for participants interacting with
the robot without privacy warnings; this differ-
ence was not statistically significant. Thus, par-
ticipants who were interacting with the robot
with privacy warnings did not demonstrate a
decreased intention to disclose their information
compared to those interacting with the robot
without privacy warnings, contrary to WH9. In
addition, the disclosure results during the interac-
tions with the robot revealed that the participants
who were presented with privacy warnings dis-
closed low-privacy-level information to the robot
less than those who interacted with the robot
without privacy warnings. However, contrary to
WH10, participants who interacted with the robot
equipped with privacy warnings did not disclose
their information less than did those who inter-
acted with the robot without privacy warnings,
which means that privacy warnings did not effec-
tively reduce disclosure, which aligns with the
findings from [45-48].

There are numerous reasons behind the par-
ticipants’ responses to privacy warning messages.
Based on our observations, participants some-
times rapidly responded to questions and ignored
warnings, consistent with findings from [45], possi-
bly due to trust in the system as suggested by [48].
Alternatively, this behavior may occur because
warnings do not accurately align with users’ risk
perceptions, as noted in studies by Egelman et
al. [46, 47]. Moreover, participants might lack
knowledge of what information could be misused,
perceive the questions as not personally relevant,
or exhibit optimistic bias, believing that negative
events are less likely to affect them than others,
as described in [50].

Overall, this study makes several significant
contributions: 1) It addresses a gap in the exist-
ing literature by investigating the impact of pri-
vacy warnings on disclosure behavior within HRI.
While prior studies have primarily focused on
robot usage intentions and the willingness to share
information, this research proposes a model within
the frameworks of TAM and the UTAUT. 2)
The findings reveal that the effectiveness of pri-
vacy warnings is contingent upon their design



and alignment with user expectations, emphasiz-
ing the complexity of this relationship. 3) This
study suggests that while privacy warnings may
enhance perceived risk, trust beliefs, and enjoy-
ment, they do not necessarily lead to a reduction
in actual disclosure behavior, aligning with previ-
ous research on the complex relationship between
privacy concerns and user behavior [47-50].

We aim to explore these dynamics further in
future studies, particularly focusing on the effects
of designing different forms of privacy notifica-
tions on user trust and actual disclosure behaviors
in varying contexts.

7 Limitations and Future
Works

While this study provides valuable insights, sev-
eral limitations should be acknowledged, which
may guide future research. Key limitations
include:

First, although the public science festival
where the experiment was conducted was open
to all with free admission and not specifically
focused on any scientific field, a limitation arises
from the nature of the sample. It was drawn
from attendees who were present and willing to
engage, potentially introducing some bias. Since
participation was voluntary, individuals with par-
ticular interests, motivations, or openness to the
event’s activities may have been overrepresented.
This limits the generalizability of the findings, as
the sample might not fully represent the broader
population. Moreover, those who chose not to
engage could hold different perspectives that were
not captured, contributing to further bias in the
results.

Secondly, although the robot used in the
experiment was equipped with advanced func-
tionalities like speech recognition and dialogue
management, we opted not to use them. While
these features could have offered a more natu-
ral and interactive experience for participants, the
outdoor setting of the experiment, with over 1,000
attendees, presented a challenge. The expected
level of background noise in a public space was
likely to interfere with the accuracy of speech
recognition, influencing our decision to rely on
touchscreen interactions instead.
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Lastly, the duration of the experiment pre-
sented a limitation. The model used in the study
was based on 7 constructs with a total of 27
items, requiring participants to answer 27 ques-
tions after interacting with the robot. This made
the experiment lengthier—around 20 minutes per
participant—which not only impacted the num-
ber of participants we could recruit but may have
also affected participant engagement and interest
as the session progressed.

In light of our findings and also mentioned lim-
itations, our future research will focus on enhanc-
ing the design and effectiveness of privacy warn-
ings to better understand their impact on user
behavior and trust. However, while some research
suggests that privacy warnings can reduce users’
willingness to share personal data [17, 39, 40],
conflicting evidence exists [45—48]. For instance,
findings from this study indicate that privacy
warnings may not always effectively reduce dis-
closure; in some cases, they can even lead to
increased information sharing despite these warn-
ings [49, 50]. A key finding from this study and
prior research [40, 47] is that the format and
design of privacy warnings play a critical role in
their effectiveness—an aspect we aim to explore
further in future work.

Research indicates that transparency in Al
systems and HRI has complex effects on user
trust and privacy concerns, which can enhance
understanding and accountability. In our upcom-
ing studies, we aim to revisit the design of privacy
notices by developing varying levels of trans-
parency and providing users with greater control
over the data they share, including informing par-
ticipants about the sensitivity of the information
collected by the robot during interactions. This
approach aligns with findings that underscore the
significance of transparency in shaping user trust
and acceptance of intelligent systems [80-82].

Furthermore, we found that factors such as
trusting beliefs and risk perceptions are crucial
factors influencing individuals’ intentions to dis-
close personal information, as enhancing trust or
reducing perceived risks can significantly increase
the willingness to share sensitive data. To stream-
line future experiments, we propose focusing on
these key elements, which would not only shorten
the duration of the study but also improve the
participant experience and yield deeper insights
into the dynamics of trust and privacy in HRI.



Additionally, we plan to explore incorporat-
ing various interaction modalities beyond the
touchscreen to further enhance the effectiveness
of privacy warnings and promote transparency,
addressing limitations identified in the current
study.

Therefore, building on our findings and the
limitations identified in this study, our future
research will concentrate on refining the design
and effectiveness of privacy warnings, enhancing
transparency in Al systems, and understanding
the interplay of trust and risk perceptions to
improve user engagement and data sharing behav-
ior.
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