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goods, requires high human–human interaction [3], and it 
was essential for this to be avoided to curb the spread of the 
virus [2]. Social robots not only replaced human employees 
in high-contact tasks, but also helped to relieve them from 
having to perform lower-priority tasks in an emergency 
environment. For example, in hospital receptions, robots 
provided information on the status of patients to relatives 
without the need for human contact, in care services they 
offered an online connection between patients and relatives, 
and in companionship services they kept patients enter-
tained with games and other activities [1, 2]. However, 
commercial social robots still have many shortcomings, and 
much research will be required before they can be equipped 
with sufficient skills to replace human employees [4, 5]. For 
example, Pinillos et al. [4] tested a bellboy robot in a hotel 
reception and detected several shortcomings, including 
navigation errors that prevented it from reaching its power 
point, collisions with hotel staff causing items to be dropped, 
and communication errors because the voice recognition did 
not work properly in noisy environments, meaning custom-
ers had to use the touch screen to ask questions [4].

Social robots consist of hardware (physical structure 
including sensors and start-up mechanism), a control 

1 Introduction

The outbreak of COVID-19 boosted the design, develop-
ment, and implementation of social robots in service orga-
nizations and companies (hospitals, social care centres, 
nursing homes, hospitality, and education, among others) 
across 35 countries, with China, the USA and Thailand 
standing out [1, 2]. This development was driven by the 
fact that the delivery of services, unlike the production of 
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Abstract
The outbreak of Covid-19 precipitated the use of service robots in customer-facing services as a replacement for employ-
ees to avoid human-to-human contact. However, this development has not resolved the debate as to whether robots should 
be characterized with gender attributes or simply be genderless. This study explores whether endowing a robot with gender 
attributes makes it more acceptable as a service provider among stated men and women. To this end, an experiment was 
conducted at a public fair in which a gendered robot simulated the provision of a service to customers, which consisted 
of offering them advice, hints, and messages of encouragement to help complete a eudaemonic puzzle. A parsimonious 
version of the Almere model was used to estimate acceptance of the technology. The findings reveal that for both stated 
men and women, the main drivers for accepting the female-coded robot are perceived usefulness and social influence, 
although women attach greater importance to social influence. For the male-coded robot, perceived usefulness and social 
influence are the main arguments for women, while for men they are enjoyment, perceived usefulness and, negatively, 
ease of use. In addition, different indirect effects between stated sexes are also identified. In summary, men and women 
consider different factors when accepting robots of each gender.
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architecture (navigation, human–robot communication, rec-
ognition software, etc.) and an application system (specific 
software to perform specific tasks) [4, 6]. Most commer-
cially available robots, apart from the physical structure, 
come equipped with a control architecture that allows them 
to perform a limited set of tasks. If a service needs to be 
delivered, such as helping an elderly customer to transfer 
money at an ATM, an application must be programmed and 
integrated into the control architecture (e.g., ARI, TIAGo 
robots) [7, 8].

Furthermore, if the robot design is anthropomorphic in 
shape and incorporates a multimodal communication sys-
tem, combining verbal (text-to-speech software) and non-
verbal (changes in facial expressions) signals, the mere 
shape of the robot together with its emission of systematised 
signals can lead users to infer that it is somewhat human-
like and, moreover, that it is gendered [9]. Whether inten-
tional or not, any signal, such as morphology, name, tone 
of voice or behaviour, is sufficient to attribute gender to the 
robot [10, 11]. Evidence has also shown that this inference 
that the robot is gendered can help to make its presence 
more accepted in certain services [3, 12], for example by 
using robots characterised as male for security tasks, and as 
female for caring for patients and the elderly [12, 13]. How-
ever, Robertson [9] has criticised this assignment of gender 
to robots, claiming that it is contributing to the perpetuation 
of sexist stereotypes.

Therefore, given the ease with which customers attri-
bute gender to anthropomorphic robots, should service 
robots be deliberately designed to be both human-shaped 
and gendered? Answering this twofold question requires an 
understanding of the dual nature of service delivery, for it 
involves generating functional value (derived from solv-
ing the customer’s problem) and relational value (derived 
from the socio-emotional and affective bond that the inter-
action has generated) [3]. At the same time, in a competi-
tive market, it is relational value that generates competitive 
advantage, and, in service robots, this occurs when the 
robot resembles the human form and can engage custom-
ers in conversation to such an extent that socio-emotional 
bonds are generated [3]. Indeed, service companies often 
assign mechanical-looking robots to perform functional 
tasks (e.g., Roomba, medicine dispensing robots, etc.), and 
human-looking robots with conversational skills to perform 
relational tasks, as the latter, which can provide social cues, 
tend to generate more positive feedback from customers 
[14, 15]. Although the use of humanoid robots for convers-
ing may initially be seen as a waste of resources, because 
cheaper devices such as mobile phones and chatbots can 
perform the same task more economically, there is evidence 
that suggests that people prefer to converse with a physical, 
humanoid being, rather than a virtual one [16]. For example, 

in a study comparing chatbots with robots, the former’s lack 
of physical contact has been viewed as a handicap for their 
future development [17].

For a robot to appear human-like, it must not only have 
a human shape (embodiment), but also the ability to act and 
communicate like a human [18]. While the replication of 
human form, as exemplified by robots such as ERICA or 
NADINE [19], is fairly easy, replicating human movement, 
communication and autonomy is a tremendously difficult 
challenge for both robot designers and service providers [8]. 
This discrepancy in developmental levels and, consequently, 
between form and behaviour has given rise to the “uncanny 
valley” hypothesis [20], which has been studied before [21, 
22]. This discordance is also studied in the field of consumer 
behaviour through the cognitive dissonance produced by the 
mismatch between the expectations derived from a robot’s 
human form and the observed clumsiness [18]. To mitigate 
these negative responses, designers have turned to less real-
istic designs, either by highlighting the mechanical nature 
of robots (reminding users that they are simple machines) or 
by using simplified human forms to encourage consumers to 
expect simpler interactions [21, 22].

While the arguments gathered from the literature sug-
gest that the design of humanoid social robots is appropri-
ate for delivering Human-Robot Interaction (HRI) services, 
the second part of the question, whether they should incor-
porate gender attributes, is less clear and remains open to 
debate. Given the heterogeneity of consumers that make up 
the market for services, different degrees of acceptance of 
gendered robots can be expected among diverse market seg-
ments (divided by sex, gender, age, technological literacy, 
etc.) [23].

In marketing, it is common to use the sex or gender iden-
tity of consumers as a segmentation criterion [24]. Sex is 
considered to be determined by the biological characteris-
tics (hormonal and brain structures) that distinguish human 
males from females, while gender identity depends on the 
degree to which individuals view themselves as mascu-
line or feminine [25]. However, some of the literature dis-
agrees with this view of sex as biological, predetermined 
and binary, one example being Fausto-Sterling, who claims 
“that labelling someone a man or a woman is a social deci-
sion” [26, p.3]. Furthermore, Montañez [27] pointed out 
that the reality is much more complex, since the determina-
tion of biological sex involves not only anatomy, but also an 
intricate choreography of genetic and chemical factors that 
develop over time, and which mean that the gender with 
which an individual identifies is not always aligned with 
their biological sex at birth.

Despite criticism, biological sex, captured in the form of 
stated sex, remains one of the most widely used criteria for 
market segmentation, as people who state that they are men 
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or women manifest different preferences, tastes and pur-
chasing behaviours [24], are easily identifiable groups, and 
are large enough to be profitable [28]. This paper, follow-
ing Nomura’s classification [29], proposes an exploratory 
hybrid study to analyse changes in attitudes and preferences 
expressed by stated male and female customers with respect 
to being served by gendered social robots.

The following research question is proposed:

 ● RQ: Does the fact that a social robot delivering a cus-
tomer service exhibits gender attributes impact its tech-
nological acceptance depending on a person’s stated 
sex?

This question is appropriate for assessing the adequacy of 
designing gendered robots to provide services [3]. This 
research builds on previous studies that (a) assessed the 
experience of receiving different degrees of assistance from 
a TIAGo robot to solve a cognitive puzzle [30] and (b) ana-
lysed the moderating role that stated sex and rational think-
ing could play on the intention to use a robot [23].

The contributions of this study are:

 ● It has validated a proposed parsimonious model (in the 
sense of being compact and focused) for assessing the 
technological acceptance of services offered by social 
robots, which is estimated through the intention to use.

 ● Cross-sectional information is provided from a hybrid 
analysis (robot gender by customer’s stated sex) of a 
sample of 219 participants on the main drivers contrib-
uting to the technological acceptance of a service deliv-
ered by a fully autonomous robot.

2 Theoretical Background

This section presents the most relevant literature on the use 
of social robotics for service delivery (see Sect. 2.1). This 
is followed by an analysis of the role of gender in social 
robotics (see Sect. 2.2). Human preferences regarding 
robots according to sex are then considered (see Sect. 2.3) 
and the paper concludes with a brief overview of the most 
used models for evaluating the acceptance of a technology 
(see Sect. 2.4).

2.1 Social Service Robots

For social robots to deliver quality customer-facing services, 
they must be able to offer instrumental support (help to solve 
customers’ problems) [31], emotional support (manifest 
feelings of compassion in adverse situations and happiness 

in favourable situations) [32], and display autonomy, so that 
consumers accept them as peers and interaction partners 
[33]. Robotic designs that can deliver these benefits can be 
effectively integrated into service organizations, performing 
tasks that were previously performed by human employees, 
thus helping to relieve them of some of their workload so 
they can spend more time on higher-value tasks [16].

However, for a commercial robot to provide emotional 
support and perform useful tasks, designers need to deter-
mine what these tasks will be, and program and install 
them as an Artificial Intelligence (AI) application. Also, for 
a robot to interact with customers in a more natural way, 
social intelligence protocols need to be installed that are 
triggered both when the data collection subsystem is ini-
tiated (e.g., when the robot asks a customer something or 
vice versa) and when the response is triggered (e.g., when it 
explains the solution) [34].

The goal of providing social robots with sufficient skills 
to offer customer-facing services is closely related to the 
goals of social robotics, which also involve finding solutions 
for the vast complexity of human-robot relationships, e.g., 
by developing simpler and more intuitive interfaces [35]. 
Although it was initially believed that designs with human 
forms would be perceived as more sociable, as they inspire 
greater trust and thus foster HRI [36, 37], designs with sim-
plified anthropomorphic features are now more popular as, 
despite the advances in AI, it is still much easier to design 
human-like forms in animatronics than it is to reproduce the 
way humans naturally act, think and communicate.

Therefore, the expected trend in the design of the next 
generation of social robots is for humanoid forms to be 
gradually matched to their AI and social intelligence capa-
bilities. However, it is still unclear whether they should 
incorporate gender attributes [18, 22, 38], especially as the 
use of gendered social robots to perform gender-stereotyped 
tasks in service enterprises may raise ethical concerns.

2.2 Humanoid and Social Robots with Gender 
Attributes

Both the designers and marketers of new technologies have 
made an enormous effort to endow them with human attri-
butes, for example by assigning names, gender, and human 
voices to autonomous vehicles [39] or names, human lan-
guage, and verbiage to chatbots (Amazon Alexa) [40]. It 
seems that humanizing these devices increases trust, the 
perception of competence and acceptance of their failures 
[39]. Similarly, the HRI literature suggests that humanising 
social robots (embodiment, behaviour, and speech) endows 
them with a social presence that means they can interact 
more naturally with consumers [41]. However, while some 
authors find that consumers prefer to interact with social 
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environment is gradually changing, the moment the robot 
is designed will be conditioned by the dominant gender 
norms, identities and relations of the time, the important 
thing being that they provide insights and kindle debate. As 
suggested by Suppe [55], a central aim of science is to pro-
vide knowledge about what the world really is, and it is also 
essential for there to be correspondence between theoretical 
propositions and observable reality.

2.3 Men’s and Women’s Consumer Preferences

In order to design services to be provided by social robots, 
it is not only necessary to adequately design the robotic 
equipment (morphology, gender, AI system and social intel-
ligence protocols) but also to profile the target audience 
for which the service is intended (i.e., their level of trust in 
technologies, age, gender identity and sex, among others) 
[23, 56]. These profiles are configured after segmenting the 
market [24].

One of the most used variables to segment the market is 
stated sex, although gender identity (a self-attributed and 
more nuanced variable) has recently begun to be consid-
ered too. Both play a major role in the design of products, 
services, and marketing campaigns [24]. For example, the 
Coca-Cola Company designed, promoted, and launched two 
products with almost identical ingredients, Coca-Cola Zero 
and Diet Coke, the former targeting the male market seg-
ment and the latter the female one [24]. However, social 
changes, which are leading to a reduction in stigma and dis-
crimination against people with gender identities that do not 
conform to the male/female binary [57], and a greater media 
presence of these groups are leading companies to develop 
different segmentation and positioning policies. Thus, some 
companies based on unisex products have opted to design 
new products focused on sex (e.g., Lego Friends) and, con-
versely, companies that traditionally segmented by sex now 
focus on gender-neutral products (e.g., Target) [24, 58].

The main reason why marketers use stated sex to seg-
ment the market is grounded on the selectivity hypothesis 
[59], according to which people who declare themselves 
to be men or women manifest different preferences and 
tastes, and find different types of images, shapes and com-
mercial stimuli attractive [24]. This is due to a propensity 
of men and women to process information differently [24, 
60]. While women tend to process the data captured by 
their senses, particularly sight, in an integral manner, using 
the interrelationships between the different individual ele-
ments to compose a complete image, men tend to process 
data selectively, focusing their attention on specific ele-
ments and basing their overall assessment on them [61]. 
This means that women’s tendency to process information 
holistically makes them more likely to notice, for example, 

robots that exhibit humanoid features rather than mechani-
cal-looking or zoomorphic ones [42, 43], others suggest that 
making robots resemble humans is undesirable [44, 45].

The literature on service robots shows that certain mor-
phologies are more suited to some tasks than others [3]. 
Goetz et al. [46] found that people preferred robots with a 
human-like appearance for sociable tasks, and a machine-
like appearance for less sociable tasks. For example, in 
hotels, humanoid robots are preferred for concierge tasks 
[47], while mechanical-looking designs are used for secu-
rity tasks [37]. This line of thought also affects the incor-
poration of gender attributes into the design of social 
robots. Although social robots were initially gender-neutral 
or male-coded, designs gradually shifted towards female-
coded robots, often called “fembots” [9]. The coding of 
robots with gendered attributes only requires small changes 
in morphology, tone of voice, behaviour or name [10, 11]. 
Again, evidence has been gathered that manipulation of a 
robot’s gender makes it more suitable for some tasks than 
others. For example, a robot with a male voice was con-
sidered more useful and acceptable for safety tasks than 
one with a female voice [13], and even the addition of a 
cliched accessory, such as an apron, made stereotypically 
female tasks such as cleaning or wiping tables more accept-
able [48]. These practices have been criticized in HRI for 
reproducing gender stereotypes [29], which are “beliefs 
about the attributes and behaviours considered appropriate 
for males and females in a given culture” [43, 49]. These not 
only have a descriptive but also a normative function, i.e., 
regarding how different genders should behave [11]. Fur-
thermore, there has also been criticism that the full variety 
of gender expressions and sexed bodies has not been consid-
ered [9, 26, 27, 50]. Supporting this line of argument, some 
authors question the need to design robots with gendered 
attributes [10], as the main argument for appraising a social 
robot should be what it can do and not its gender [51].

However, there are still significant groups of consumers 
who express preferences for robots coded with gendered 
attributes, believing that this can help to make them feel 
more comfortable, and boosts the effectiveness and quality 
of their output [11]. For example, in the domestic environ-
ment, a male-coded robot may be perceived as a threat, so 
female-coded robots are preferred [52]. Also, among older 
age groups, the use of robot gender cues may contribute to 
improved acceptance and greater appreciation of the experi-
ence [53]. For example, in a qualitative study with a small 
sample of elderly people, the majority preferred a nursing 
task to be performed by a female-looking robot [12].

Although Schiebinger et al. [54] warned that as soon 
as a robot is gendered, stereotypical beliefs are triggered, 
this does not preclude the possibility of conducting stud-
ies on the effect at a specific point in time. As the social 
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and four indirect precedents. It was validated by conduct-
ing a series of experiments with various robotic devices: 
a voice-controlled iCat, a RoboCare in video format, ani-
Cat with a touch screen and Steffie, developed as part of 
an informational website. They mainly used a Wizard of 
Oz (WoZ) scenario, in which the robot was operated by a 
research assistant. Consequently, the results of the combined 
data gathered from four robotic applications were very gen-
eral and the use of a WoZ setup conveyed the feeling that 
these robots had reached a degree of sophistication that was 
far removed from reality [18]. In later research, generally 
analysing a single robotic device, more simplified versions 
were proposed. Examples are Fridin and Belokopytov [71], 
who considered a technological acceptance model made up 
of three direct and three indirect precedents. Liu et al. [72], 
who replicated UTAUT, used the four direct precedents, 
and Graaf et al. [73] used a simple model composed of five 
direct precedents, but analysed all their interactions.

In this study, a parsimonious adaptation of the Almere 
model is proposed, as the use of simple models is advisable 
for evaluating early HRI experiences, given that consum-
ers have not yet formed a judgement and only appreciate a 
small number of relevant factors [23]. The proposal consists 
of four direct (perceived usefulness, perceived ease of use, 
perceived enjoyment, and social influence) and two indirect 
(perceived adaptability and perceived sociability) prec-
edents of the intention to use a social robot (Fig. 1 illustrates 
the model). From the original Almere model, two direct 
precedents have been discarded: attitude and trust. Attitude 
was removed because in Davis’s [74] TAM model perceived 
usefulness and ease of use were considered precedents of 
attitude [68]; therefore, considering them both in parallel, 
as in the Almere model, is akin to measuring them twice. 
Trust has also been ruled out for three reasons: robots with 
human-like characteristics are precisely the ones that gen-
erate the most trust [21]; second, the experiment was con-
ducted in a public setting where the presence of other people 
reduces the perception of danger to personal integrity [22]; 
and third, this factor had no significant effect on the Almere 
model [69]. Two indirect precedents, anxiety, and social 
presence, were also ruled out, given the characteristics of 
the robot and the public setting where the HRI was experi-
enced [21, 22].

As noted above, several studies have shown that the attri-
bution of human characteristics to social robots (human-like 
body shape, gender, conversational skills, etc.) elicits simi-
lar social reactions in HRI to those generally observed in 
human–human interactions [64, 66, 73, 75]. Furthermore, it 
is relatively easy to gender a social robot, as any manipula-
tion of the tone of voice, name or a physical characteris-
tic is enough to achieve this goal [9, 76]. Given how easily 
gender is attributed to a robot, in this study we decided to 

harmony between colours, to prefer low contrast in colour 
combinations and, ultimately, to prefer more harmonious, 
fluid, and rounded product and packaging designs [59, 62]. 
Conversely, men’s propensity to process information more 
selectively leads them to prefer sharper colour contrasts, as 
well as designs with angular shapes and straight lines [59].

But these differences not only relate to products, but also 
the evaluation of services provided by self-service machines 
and social robots. For example, in a study that assessed the 
quality of service provided by ATMs, the authors found sig-
nificant differences in men’s and women’s perceptions of 
ease of use [63]. Similar results were obtained in studies 
with social robots. For example, Schermerhorn, Scheutz and 
Crowell [64] compared men’s and women’s perceptions of 
the humanness of a robot, and the results reflected a greater 
tendency among men than women to perceive it as human. 
As for the degree of acceptance of gendered robots by the 
different stated human sexes, there is no consensus. Wang 
and Young [65] showed that men are more likely to express 
a positive attitude towards female-coded robots than male-
coded robots, and Siegel, Breazeal, and Norton [66], in a 
museum experiment, collected evidence that visitors tended 
to rate the robot of the opposite gender as more credible, 
trustworthy, and attractive than the robot of the same gen-
der. In contrast, Eyssel et al. [10] found that users expressed 
a greater preference for robots of the same gender than of 
the opposite one.

Recent findings propose the existence of at least two 
levels of consumer involvement in information processing 
and derived responses, which are highly correlated with 
stated sex and gender identity [24, 54, 67]. Nickel et al. [24] 
suggest the use of stated sex as a criterion for segmenting 
markets that involve automatic, impulsive, or convenience-
based decision processes (usually with time constraints) 
and, conversely, gender identity for markets that require 
more reflexive information processing (the purchase of spe-
ciality or preferred products), and that contribute to identity 
shaping or status signalling.

2.4 Technological Acceptance of Social Robots

For more than a decade, the models used to study and pre-
dict the acceptance of new technologies (personal comput-
ers, smartphones, etc.) have been adapted to the study of 
social robots [68]. Heerink et al. [69], the pioneers in this 
field, proposed an eclectic model, which they called Almere, 
which consists of combining factors from different sources: 
the Unified Theory of Acceptance and Use of Technology 
(UTAUT) [70], UTAUT2 and the social robotics literature 
[69]. This model was designed to predict the intention to 
use social robots among a sample of nursing home residents 
and, following several analyses, took the form of six direct 
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token [79] and messages of empathy when the participant 
gets things right or wrong, are common in consumer-fac-
ing services [80]. In addition, the intrinsic difficulty of the 
puzzle means the robot’s help is convenient and justified. 
Specifically, participants were requested to solve a cognitive 
puzzle by forming the five-letter name of a Nobel laureate 
with the assistance of a robot. The social robot applies sev-
eral degrees of assistance, combining verbal and non-verbal 
cues, depending on the number of errors made by the user. 
During the experiment, the robot was able to adopt either 
a feminine or a masculine role (Fig. 2 shows a participant 
playing).

compare male-coded and female-coded robots, discarding 
the design of a gender-neutral robot as a control element 
due to the difficulties involved in characterizing and con-
trolling its neutrality. However, although numerous studies 
have addressed the effect of robot gender on HRI [29], little 
is known about how gendered robots affect the precedents 
of technological acceptance of social robots used to deliver 
customer-facing services to different sexes.

3 Empirical Study

To explore how gendered social robots affect the drivers of 
technological acceptance of the delivery of customer-facing 
services, a 2 × 2 between-subjects experiment (robot gender 
vs. participant stated sex) was conducted. The fieldwork 
involved setting up a stand at a trade fair for technologi-
cal and sustainable products that was visited by thousands 
of people. To simulate a customer-facing service, a diffi-
cult eudaemonic puzzle was used, and the robot acted as 
an assistant who helped the participants to solve it. The 
proposed puzzle meets some characteristic requirements 
of consumer-facing services: first, it requires participants 
to follow a sequence of commands with the risk of get-
ting stuck, as usually happens in complex operations with 
ATMs [77]; second, the duration of the interaction (about 
five minutes) is very similar to that of checking into a hotel 
[78] and, third, the conversation that the robot establishes 
with the participant, with advice as to where to find the right 

Fig. 2 Participant doing the puzzle with the robot’s assistance

 

Fig. 1 Parsimonious adaptation 
of the Almere model with an 
adjusted number of variables
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user on placing the correct token and tries to reassure them 
if they place an incorrect one.

The game board used a fully sensorised electronic RFID 
technology, which is totally reliable in terms of perceptual 
ability, regardless of light and occlusions.

3.2 Modelling Robot Gender

To represent the TIAGo robot’s gender, both verbal (tone 
of voice) and non-verbal (facial expressions) signals were 
used. Verbal signals were generated using text-to-speech 
Loquendo software, while non-verbal signals were pro-
duced by presenting caricatured images on the LCD screen. 
As well as eye expressions, the male-coded robot also had 
a moustache (see Fig. 3) while the female-coded robot had 
long eyelashes (see Fig. 4). The use of these stereotypical 
features has been demonstrated to be easily identifiable by 
participants [38], and similar solutions have been used in 
previous literature [10, 75].

3.3 Sample, Procedure, and Metrics

A total of 223 visitors, aged 18–67 years (Mage =35 years, 
106 women, 113 men, and 4 declared ‘others’, who were not 
considered in the study), participated in the experiment, in 
which the researchers controlled participation by stated sex 
and age [22].

3.1 Apparatus

The robot employed in this experiment was a TIAGo, whose 
original head was replaced with an LCD screen to repro-
duce facial expressions and thus give it more human-like 
characteristics.

The robot was programmed with the solution to the puzzle 
so that it could help users. Specifically, four increasing lev-
els of assistance were defined: “Encouragement”, “Suggest-
ing line”, “Suggesting subset” and “Suggesting solution”, 
following previous studies [30, 35]. As soon as the user 
makes a mistake by picking an incorrect token, the robot 
warns the user of the error. If the user still gets it wrong, the 
level of assistance is increased, until it finally suggests the 
correct token on the fourth attempt. All the assistance levels 
were provided by means of the robot’s speech function.

As well as providing direct assistance, the robot was also 
equipped with a back-channel social intelligence protocol 
[8] called SOCIABLE, which primarily served to naturalise 
social interaction, and convey the impression of interact-
ing with a machine that has a certain degree of intelligence. 
Thus, when a participant picks up a token, the robot assists 
him or her with verbal signals, e.g., words, onomatopoeias 
or short sentences such as “yeah”, “correct”, “hum”, “are 
you sure?“, and non-verbal signals, e.g., nodding its head 
or facial gestures, to tell the participant whether the token 
is correct or incorrect. Finally, the robot congratulates the 

Fig. 4 Female facial expressions 

Fig. 3 Male facial expressions 
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order to improve the design [81]. This allowed for a suffi-
ciently large sample of real HRI experiences to be obtained 
in a short time, with the capacity to make estimates of the 
effects of incorporating male and female codes into the 
robot.

Visitors, in batches of ten, were invited one by one to do 
the puzzle with the help of a male-coded or female-coded 

Although the goal was to study the technological accep-
tance of social robots that deliver assistance services to cus-
tomers, a prototype service was evaluated in this preliminary 
phase [81]. Prototypes are models that simplify the different 
operations involved in providing a service and are used to 
detect failures in both tangible and intangible elements, as 
well as to explore the reactions of different stakeholders, in 

Table 1 Analysis of the dimensionality, reliability and validity of the scales
Items Factor loading T
Intention to use (Alpha:0.92;AVE: 0.82; CR: 0.92)

ITU1 0.95 22.75
ITU2 0.89 19.54
ITU3 0.83 13.92

Perceived usefulness (Alpha:0.87;AVE: 0.74; CR: 0.88)
PU1 0.76 11.71
PU2 0.94 19.90
PU3 0.83 16.57

Perceived ease of use (Alpha:0.82;AVE: 0.67; CR: 0.83)
PEOU1 0.84 13.11
PEOU2 0.81 11.37
PEOU3 0.71 12.48

Perceived enjoyment (Alpha:0.82;AVE: 0.68; CR: 0.84)
PENJ3 0.93 21.82
PENJ4 0.82 17.81
PENJ5 0.61 9.48

Social influence (Alpha:0.93;AVE: 0.84; CR: 0.93)
SI1 0.98 24.87
SI2 0.94 22.51
SI3 0.79 16.18

Perceived adaptiveness (Alpha:0.85;AVE: 0.71; CR: 0.86)
PAD1 0.74 14.42
PAD2 0.86 16.43
PAD3 0.85 16.27

Perceived sociability (Alpha:0.86;AVE: 0.74; CR: 0.88)
PS2 0.96 25.88
PS3 0.81 15.22
PS4 0.73 11.35

ITU = Intention to Use, PU = Perceived Usefulness, PEOU = Perceived Ease of Use, PENJ = Perceived Enjoyment, SI = Social Influence, 
PAD = Perceived adaptiveness, PS = Perceived Sociability.
Note: the model fits Chi-square (χ2): 174.4986; df: 167; p: 0.32972; RMSEA: 0.014; CFI: 0.998; NNFI: 0.997
AVE is the average variance extracted, CR is the composite reliability.

Table 2 Discriminant validity of the scales
Intention to use Usefulness Ease of use Enjoyment Social influence Adaptiveness Sociability

Intention to use 0.90
Usefulness 0.58*** 0.86
Ease of use 0.03ns 0.35*** 0.82
Enjoyment 0.45*** 0.54*** 0.37*** 0.83
Social influence 0.57*** 0.47*** 0.07ns 0.40*** 0.92
Adaptiveness 0.57*** 0.62*** 0.32*** 0.57*** 0.55*** 0.84
Sociability 0.34*** 0.35*** 0.26*** 0.54*** 0.30*** 0.51*** 0.86
Below the diagonal: correlation estimated between the factors.
Diagonal: square root of AVE.
*p < 0.05; **p < 0.01; ***p < 0.001
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4 Results

4.1 Scale Validation

First, the psychometric characteristics of the scales (dimen-
sionality, reliability and validity) were analysed. As a result, 
five items were removed, leaving twenty-one items for the 
seven constructs (three items per construct). The measure-
ments, summarized in Table 1, show how all constructs 
achieved adequate reliability, and convergent and discrimi-
nant validity. Cronbach’s α had values greater than 0.80 in 
all factors, composite reliability (CR) also obtained values 
greater than 0.80 (ranging from 0.83 to 0.93) and all items 
presented adequate convergent validity, since each factor 
load exceeded 0.6 and the t-values of each item were sig-
nificantly high as recommended by the literature [85]. The 
discriminant validity was also verified (Table 2), since each 
of the square roots of the average variance extracted (AVE) 
between each pair of factors was greater than its correla-
tions between the remaining factors. This means that any 
construct must share more variance with its items than with 
the other constructs in the model [86].

4.2 Four Scenarios

Once the scales had been validated, the sample was divided 
into four subsamples according to the gender of the robot 
and the stated sex of the participants, and from each subsam-
ple the parsimonious adaptation of the Almere model was 
estimated using OLS. Thus, four models were estimated: 
Scenario 1 (female-coded robot and stated men), Scenario 2 
(female-coded robot and stated women), Scenario 3 (male-
coded robot and stated men) and Scenario 4 (male-coded 
robot and stated women). Table 3 shows the weights of the 
factors that explain the dependent variable, and the amount 
of variability explained by the model was collected by their 
R2 value (Fig. 5 presents the significant relationships in a 
path diagram). We thus observe that R2 has acceptably high 
values given the size of the subsamples: R2 = 0.46 for Inten-
tion to Use in Scenario 1, R2 = 0.59 in Scenario 2, R2 = 0.36 
in Scenario 3 and R2 = 0.51 in Scenario 4.

First, we analyse the results of men’s evaluations of the 
experience of receiving help from a robot and their inten-
tion to continue being served by social robots (Scenario 1, 
female-coded robot; Scenario 3, male-coded robot). In the 
male evaluation of the female-coded robot, the intention 
to continue using the robot is basically explained by two 
drivers: perceived usefulness (β = 0.39, p < 0.05) and social 
influence (β = 0.39, p < 0.05), while the other direct effects 
did not reach significant values. On the other hand, when 
the robot is male-coded (Scenario 3), the perceived enjoy-
ment of interacting with it (β = 0.32, p < 0.05) is slightly 

robot. Upon arrival, participants were informed of the study 
and asked to sign a consent form. The experimenter would 
then explain the cognitive puzzle and the assistance that the 
robot might be able to provide. They then went on to do the 
puzzle with the robot’s help (approximately 5 min), and on 
completion they were invited to fill in a questionnaire.

This questionnaire consisted of 26 statements that cov-
ered the seven proposed constructs and had to be evaluated 
on a five-point scale (1 = “totally disagree” and 5 = “totally 
agree”). The scales were adapted from previous literature. 
Thus, intention to use (ITU) consisted of three elements: 
“If the robot was available, I would try to use it”, “If the 
robot was available, I would try to use it whenever I could 
in my spare time”, and “If the robot were available, I would 
sometimes be thinking of using it again” [68, 82]. Perceived 
Usefulness (PU) consists of three items: “I think the robot 
is useful for entertainment”, “It would be nice to have the 
robot for entertainment”, and “I think the robot could be 
used to entertain me and to do other things”. Perceived Ease 
of Use (PEOU) is made up of five items: “I immediately 
learned how to use the robot”, “The robot seemed easy to 
use”, “I think I can use the robot without any help”, “I think 
I can use the robot with someone’s help” and “I think I can 
use the robot if I have good instructions” [68, 69]. Perceived 
Enjoyment (PENJ) consists of five elements: “It’s fun to talk 
to the robot”, “It’s fun to play with the robot”, “The robot 
looks fun”, “The robot seems charming” and “The robot 
seems boring” [74]. Social Influence (SI) consists of three 
items: “I think my friends would like me to use the robot”, 
“I think it would create a good impression if I played with 
the robot” and “I think people whose opinion I value would 
look favourably upon me for playing with the robot”. Per-
ceived adaptiveness (PAD) is made up of three elements: “I 
think the robot could adapt to my needs”, “I think the robot 
would adapt to what I need at any moment in the game” 
and “I think the robot will help me when I consider it nec-
essary”. Perceived Sociability (PS) consists of four items: 
“Talking to the robot is amusing”, “I find the robot pleasant 
to interact with”, “I feel the robot understands me” and “I 
think the robot is attentive” [69]. Finally, the participants 
filled in the classification data in the form of an open-ended 
question (sex, age, etc.).

To analyse the psychometric characteristics of the scales, 
the Structural Equation Modelling (SEM) technique, based 
on variance and covariance matrices by maximum likeli-
hood with Eq. 6.4 [83], was used with all data. Meanwhile, 
the analysis and estimation of the values of the four scenar-
ios, considering the sample size once it had been segmented, 
were adjusted using Ordinary Least Squares (OLS) [84].
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significant values. With the male-coded robot, however, the 
weight of the variables is reversed, with a greater weight 
being assigned to perceived usefulness (β = 0.43, p < 0.05) 
and less weight to social influence (β = 0.36, p < 0.05). This 
is an interesting result, since male-coded robots are per-
ceived to be more utilitarian than female-coded ones, but 
the latter are attributed a greater social function. In terms 
of indirect effects, for women the differences between 
male-coded and female-coded robots are significant. The 
perceived usefulness of the female-coded robot (R2 = 0.49) 
is explained simply by the feeling that the robot adapts to 
their needs (β = 0.66, p < 0.05), but in the case of the male-
coded robot, (R2 = 0.26), in addition to the perception that it 
adapts to their needs (β = 0.37, p < 0.05), it is also explained 
by the perceived ease of use (β = 0.26, p < 0.05). Regarding 
perceived enjoyment, in the case of the female-coded robot 
(R2 = 0.52), this is explained by its sociability (β = 0.59, 
p < 0.05) and, albeit to a lesser extent, by its adaptability 
(β = 0.21, p < 0.05). In the case of the male-coded robot 
(R2 = 0.32), however, the weight of the factors is reversed, 
with greater importance attached to adaptability (β = 0.35, 
p < 0.05) than to perceived sociability (β = 0.29, p < 0.05).

These results suggest that the gender of a social robot 
that provides a customer-facing service is a relevant factor, 
as it affects the intention to continue receiving the service. 
Furthermore, neither men nor women revealed the same 
preceding motivations for using a gendered robot in this con-
text. For men, a service delivered by a female-coded robot, 
in addition to being useful, also entails social acceptance 
gained from telling other people about their experience. 

higher than the perceived usefulness (β = 0.30, p < 0.05), 
while the perception that the robot is easy to use is mark-
edly negative (β = -0.36, p < 0.05). Although the analysis is 
exploratory, the results reveal different motivations for con-
tinuing to be served by social robots. Men therefore con-
sider that the experience of being served by a female-coded 
robot will earn social support from their circle of friends, 
while a male-coded robot is perceived as entertaining but 
difficult to use. Regarding indirect effects, the differences 
between male-coded and female-coded robots are smaller 
among men. The perceived usefulness of the experience 
with a female-coded robot (R2 = 0.31) is explained by the 
perception that it adapts to their needs while trying to solve 
the puzzle (β = 0.48, p < 0.05). The same occurs with a 
male-coded robot (R2 = 0.41) and is also explained by its 
perceived adaptability (β = 0.57, p < 0.05). Another indirect 
relationship is the feeling that interaction with a female-
coded robot seems entertaining (R2 = 0.33), as long as it is 
perceived to be adaptable (β = 0.33, p < 0.05) and sociable 
(β = 0.33, p < 0.05). Small differences are obtained when the 
robot is male-coded (R2 = 0.33), and thus the perception of 
being entertaining is explained by its adaptability (β = 0.39, 
p < 0.05) and, to a lesser extent, by perceived sociability 
(β = 0.29, p < 0.05).

When the service provided by the robot is valued by 
women (scenario 2, female-coded robot; scenario 4, male-
coded robot), the intention to use a female-coded robot is 
explained, to a greater extent, by its social influence (β = 0.59, 
p < 0.05) and, to a lesser extent, by its perceived usefulness 
(β = 0.22, p < 0.05). The other direct effects did not reach 

Fig. 5 Significant causal relation-
ships of each scenario, shown by 
their number: 1,2,3 and 4
Note. The negative sign indicates 
that the relationship in the cor-
responding scenario is negative
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But, for women, social acceptance is the main factor driving 
their intention to be served by a female-coded robot. In con-
trast, the motivations associated with a male-coded robot, in 
addition to being useful, are its ability to entertain for men, 
while women also attach importance to its social influence.

5 Discussion and Implications

Although the trend in robot design is towards more human-
like forms (e.g., PAL Robotics’ most recent models, TALOS, 
REEM-C and ARI, have more human-like shapes than 
TIAGo) [7], until significant advances in AI produce the leap 
to android designs, humanoid designs will remain the stan-
dard for providing customer-oriented services [16, 87, 88]. 
This research has used a semi-humanoid robot, TIAGo, to 
explore how gendered social robots influence the customer-
oriented service experience of stated men and women, and 
how it affects their technological acceptance. Moreover, 
while the debate continues in academia as to whether robots 
should be programmed to manifest gender [29], the findings 
of this study offer new theoretical and managerial implica-
tions, as well as future avenues for research.

5.1 Theoretical Insights

In this study, an experiment was conducted that suggests 
that attributing gender to a robot delivering a service affects 
consumers’ motivations to continue using that robot accord-
ing to their stated sex. Although there is a large body of 
evidence analysing how users’ stated sex affects their accep-
tance of gendered robots, there is no consensus on its effects. 
While Siegel et al. [66] showed that men express more posi-
tive attitudes towards female-coded robots than male-coded 
robots, Eyssel et al. [10] find the opposite. In this experi-
ment, stated sex was considered as a segmentation criterion, 
as it is currently one of the most used criteria, given that 
it generates sufficiently large groups for comparison, and 
it is appropriate for experiences of short duration and little 
emotional involvement [3, 24]. However, gender identity 
has begun to be used as a criterion to segment the market, 
but with the focus on longer service experiences that require 
greater consumer involvement [89, 90].

The design of gendered robots is a source of controversy, 
as it raises ethical considerations that must be considered. 
First, the assignment of gender to a robot immediately trig-
gers gender stereotypes [54] and this may contribute to the 
perpetuation of outdated gender roles that do not conform 
to current social norms [9]. Second, it may limit the robot’s 
ability to interact with people who do not identify with the 
assigned gender [51]. That is, non-binary gender identi-
ties are not considered, nor are other gender expressions 
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market segments. And while the study by Winkle et al. [94] 
found that its participants tend to perceive robots of their 
own gender more positively than those of the opposite gen-
der, our results only corroborate this in the case of women 
using female-coded robots, because men also appear to have 
a certain preference for female-coded robots. The literature 
has also proposed that consumers’ expectations of a social 
robot’s cognitive abilities and utility depend on its stated 
gender [10, 95], but our study shows that the consumer’s sex 
also plays an important role in this assessment [68].

Different indirect effects have also been observed 
between gendered robots and consumers’ stated sex. While 
in the case of the female-coded robot perceived usefulness 
was explained by the perceived adaptability of both market 
segments, in the case of the male-coded robot, adaptability 
was still the relevant factor, but so was the perceived ease 
of use in the case of women. This is an interesting result, 
since while men perceived the male-coded robot as difficult 
to handle, among women perception of ease of use was the 
factor that precisely explained its usefulness. Finally, the 
perception of entertainment was explained by the ability of 
both segments to adapt in the case of the male-coded robot, 
whereas with the female-coded robot the main argument 
was the perception of sociability.

In short, it can be concluded that the technological accep-
tance of a social robot for the provision of customer-facing 
service experiences [96] is driven by utility, social influence 
and entertainment criteria based on the gender of the robot 
and the customer’s stated sex. However, practitioners and 
researchers should not only understand how certain design 
features can contribute to the generation of positive or nega-
tive experiences in HRI but should also consider the ethical 
implications of their decisions, especially when it comes to 
gendering robotic devices.

5.2 Managerial Implications

This study began by presenting the types of operations that 
social robots must provide when offering customer-facing 
services to generate memorable experiences for consumers. 
They must be able to solve customers’ problems and gen-
erate a satisfactory interaction of a social-affective nature 
that will foster customer loyalty [3]. However, service 
companies and organizations must also consider whether 
the implementation of social robots will serve a tactical or 
strategic purpose. The former refers to cases when the aim 
is merely to replace employees with social robots, while 
a strategic purpose is aimed at improving service quality, 
whereby the robot complements the role of employees, 
improving their well-being as well as that of customers. In 
other words, a strategic approach involves improving the 
customer–company relationship and not merely reducing 

and different sexed bodies [9, 26, 27, 50]. Third, endowing 
robots with gendered attributes may emphasise certain qual-
ities and neglect others, constructing simplistic personalities 
with stereotypical forms and behaviours [91]. Fourth, it may 
be viewed as a violation of people’s privacy and autonomy, 
as a certain way of interacting with the robot is imposed on 
them [92]. Finally, assigning gender to the robot reinforces 
the idea that gender is an assignment, a set of attributes that 
can be easily interchangeable, which could lead to a more 
fluid view of gender [91, 93]. Nevertheless, the appropriate-
ness of using robot gender cues in targeted services for older 
cohorts should be considered, as it may help improve their 
acceptance of robots [53].

This exploratory hybrid study, which considered the 
combination of robot gender and consumers’ stated sex, 
provides evidence of a more complex process, as customer-
facing service delivery differs according to the gender of the 
robot and the sex of the human user.

In the case of using female-coded robots, men consider 
both utilitarian motivation and social influence to be equally 
important for continuing to use the services provided by the 
robot, while women consider social influence to be most 
important factor. In other words, for women, the opinion of 
their peers, family and friends is more important than the 
potential benefit to be gained from the HRI. However, when 
the robot was assigned a male gender, the story changed. 
For men, this change of gender affected their motivations, 
whereby social influence became less significant, and the 
robot came to be viewed more as an object of entertainment. 
Furthermore, although the utility of the robot remained 
important, the difficulty of its use appeared as a criticism, 
something that was not the case when using a female-coded 
robot. Although in previous studies women have reported 
lower self-confidence in handling technical equipment [25, 
94], in this experience of receiving help from a social robot 
no significant differences in perceived ease of use were 
found. This is completely different from what was detected 
in the assessment of ATM services, where women assigned 
greater importance to ease of use than men [60]. Only in 
the case of the male-coded robot did men find it signifi-
cantly more difficult to use. As for women, their motiva-
tion towards the services of a robot also changed completely 
when it was assigned a male gender, since they perceived it 
more as a useful tool than a social influencer.

In short, while women view a female-coded robot as an 
element of social influence, the male-coded robot is nothing 
more than a useful instrument. Meanwhile, men view a male-
coded robot as serving for entertainment, albeit difficult to 
handle. The latter results are in line with those obtained by 
Bryant et al. [67], who showed that the preferred robots for 
comedy and entertainment activities are basically male, 
although they did not tell us about the differences between 
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responses. For example, in a study of self-service technol-
ogy, two different markets were considered (a collectivist 
market and an individualistic one) and the findings revealed 
significant differences between the motivators shaping the 
UTAUT model in terms of the intention to use this technol-
ogy [100]. Fourth, in this experiment, two types of signals 
were used to represent the robot’s gender, namely tone of 
voice and a cartoonish caricature (moustache for the male 
robot and long eyelashes for the female one), which may 
have conditioned a result that confirms stereotypical values. 
Experiments with more subtle attributions should there-
fore be proposed to observe whether the same results are 
obtained.

Future studies could explore other characteristics of 
social robot design, such as the ability to display different 
personality characteristics or signs of cultural awareness 
[101, 102]. Other contexts and levels of customer-facing 
services could also be considered.

Finally, all participants stated that it was their first HRI 
experience, and the findings may have been different in 
terms of both the main factors and their weights if they had 
been more accustomed to dealing with social robots. More-
over, although studies on long-term HRI are scarce [103], 
it would be interesting to know how the results differ in the 
case of longer experiences.
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costs, which could help to generate a positive buzz and 
boost the company’s image [97].

However, the use of gendered robots is generating con-
troversy, as is the case with other commercial products, and 
this has caused confusion among designers and managers. 
While some believe that a gendered approach is an impor-
tant part of the final product design, others believe the oppo-
site, and feel that genderless designs should be pursued [98]. 
Nickel et al. [24] propose an integrative approach, suggest-
ing that both sex and gender criteria need not be incom-
patible, but can be used as criteria for product design and 
market segmentation, depending on the degree of consumer 
involvement. They suggest that stated sex can be a good 
segmentation criterion in the design and marketing of prod-
ucts and services in which consumers invest little cognitive 
and emotional effort in the purchasing process, such as con-
venience products, impulsive purchases, or short-term ser-
vices. On the contrary, when it comes to products or services 
that require greater cognitive and emotional effort, such as 
speciality and/or novelty goods, or medium or long duration 
services, gender identity might play a more relevant role in 
market segmentation [24, 28]. Given the general nature of 
their proposal, these criteria can be transferred to the design 
and marketing of products or services provided by social 
robots.

However, managers will also need to monitor how social 
values evolve, and the ethical consequences of their deci-
sions. Hence, within the same social environment, specific 
cohorts, such as older people, may find stereotypically 
gendered robots more natural in care services, given the 
entrenched nature of such beliefs in those cohorts, while this 
gender attribution is rejected by younger cohorts, who are 
more critical of the reproduction of gender stereotypes [11].

5.3 Limitations

The limitations of this study open avenues for future 
research. First, it presents the findings of an exploratory 
study, and further studies with larger sample sizes are 
needed to corroborate its results. Second, the robot’s assis-
tance was scripted and predefined across four levels of 
assistance depending on the number of errors made by the 
participant, and it would be interesting to evaluate a robot 
capable of tailoring its support to the participants and the 
effect that this might have on their intention to use it [30, 
99]. However, unlike most of the previous studies using 
WoZ scenarios, in this one the robot aided in a fully autono-
mous manner. Third, the sample collects evaluations from 
a highly industrialised Western country, Spain, where there 
might be higher engagement with gendered life conditions. 
The consideration of cultural differences and degrees of 
technologization and industrialisation could lead to different 
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